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Abstract

A novel planar robot is used to demonstrate that large numbers of axes are
not required for e�ective manipulation, and that there can be strong advantages
to eliminating excess degrees-of-freedom. This robot combines sub-micron precision
with a meter-sized workspace, motions with velocities above 1 m/s, and accelerations
several times that of gravity. It combines planar stepping motor (Sawyer motor)
actuation technology with a compact, high-precision, high-bandwidth position sensor
developed at Carnegie Mellon University.

The actuator operation is experimentally characterized over the closed-loop op-
erating regime using an automated experimental setup that incorporates a laser
interferometer and load cell. Parametric models are constructed based on these ex-
periments that allow for autonomous calibration of the actuators and sensors. This
calibration enables on-site calibration, improving the precision of both positioning
and force output without requiring any external measuring devices.

Coupled with software-based calibrated models and commutation, the stepping
motor actuators can be operated as servo motors, simplifying the controller design
and eliminating the underdamped oscillation modes that limit the robustness of
open-loop stepping operation. PD and PID controllers are used to demonstrate
the performance improvements from closed-loop operation, which include improved
repeatability (to sub-micron levels), fast settling times (20 ms), and a four-fold
decrease in energy usage.

The main application of interest for this robot is for conveyance and �ne motion
control of subproducts in a rapidly-deployable assembly system called minifactory.
This system requires low-DOF robotic agents to cooperatively perform higher-DOF
tasks, coordinating their actions through optical endpoint sensing, networked com-
munications, or the task dynamics. It also requires each robotic agent to be trust-
worthy to ensure system reliability. The performance and robustness of closed-loop
operation is demonstrated with a high-speed wall-following task, a high-precision
visually guided positioning task, and dynamic visual tracking task.

A mobile vibratory parts feeding application is also presented. This application
exploits the dynamic range of the planar robot, which allows for gross motion and
precision positioning of the feeder as well as a high enough bandwidth to generate
30 Hz vibratory waveforms. It also is an application that makes good use of the
limited travel rotational axis of the robot.
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Chapter 1

Introduction

The secret of getting ahead

is getting started.

Lucky Numbers 11, 16, 27, 28, 36, 37

Robot manipulators usually come in the form of serial-chain industrial robots,

as reected in the ISO 8373 de�nition [1] of a \Manipulating Industrial Robot:"

An automatically controlled, reprogrammable, multipurpose manipula-

tor programmable in three or more axes, which may be either �xed in

place or mobile for use in industrial automation applications.

Although these robots are touted for their general purpose abilities, their use is often

restricted to repetitive positioning operations, such as welding, painting, or pick-and-

place operations using simple binary (open/close) grippers. For this reason, robot

designs and performance speci�cations reect an emphasis on the kinematic and

dynamic requirements of tracking workspace trajectories and attach less importance

to the details of interacting with the environment. While many automation systems

have been designed around robots performing positioning tasks, this mode of oper-

ation is perhaps the least challenging and represents a barrier to wider application

of robotic technologies.

The ISO de�nition above makes no requirements on the axes of a robot beyond

their mere existence. Precision, speed, bandwidth, etc. are not considered, even

though in practice the range of economically useful applications for a robot will

depend on these qualities. Furthermore, manipulation encompasses much more than

positioning operations. Large, heavy, sti� industrial robots are poor at tasks that

require substantial interaction with their environment. How can we provide robots

that have a richer set of manipulation capabilities? One approach is to add sensing

1



2 CHAPTER 1. INTRODUCTION

and actuation to the end of the robot that can approximate the abilities of the

human hand [2, 3] . However, this approach tends to lead to systems that are too

fragile, expensive, or slow to be used outside of research environments. Coarse-�ne

systems [4, 5] take a similar approach, adding high-performance but small workspace

degrees-of-freedom (DOFs) that are redundant with the primary (large workspace)

robot actuators. These systems improve performance, but the need for redundant

DOFs increases system cost and complexity.

The need to put these devices on the end of the robot arm is, in large part,

to compensate for the de�ciencies and poor performance of the arm itself. It is

understandably di�cult to have rich interactions with the world when six or more

actuators, bearings, transmissions, and links come between mechanical ground and

the task of interest. What if most of this apparatus were eliminated, providing a

much shorter, simpler, and precise connection? What types of manipulation would

become possible?

This dissertation demonstrates that the quality of the degrees-of-freedom can be

more important than the quantity of degrees-of-freedom when judging the manipu-

lation capabilities of a robot. The moniker \manipulation robot" should mean more

than the ability to move in some number of di�erent directions. A true robot for

manipulation should be able to perform a variety of manipulation tasks { precision

positioning, fast positioning, tapping, sliding, poking, stretching, shaking, vibrat-

ing, pushing, throwing, etc. { with su�cient performance to be a viable replacement

for special-purpose devices. Encapsulating these manipulation capabilities into a

single device is useful not only for exibility and re-use, but also for exposing the

impoverished ways in which robots interact with their environments. Although only

hinted at in this work, the eventual goal is that the availability of a wide variety of

manipulation capabilities in a single robot will enable and inspire new models for

how to think about, design, and program robotic manipulation tasks.

1.1 Low-DOF Robots

Robotic devices with less than six DOFs have found wide usage. The SCARA design

[6] with four DOFs is commonly used for vertical placement operations. Simpler one-

and two-DOF robots are common in �xed automation systems, although robotics

researchers might think of them as mere \actuators." Though the SCARA might
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have a higher-level programming language, in practice the two types of robots per-

form very similar tasks{moving between pre-programmed setpoints and waiting for

some event (gripper open or close, photo detector on or o�) to occur.

Researchers have also used low-DOF robots. Often, developments in control

theory are applied to an arm with two revolute joints, especially where dynamic

performance [7, 8] or environmental interaction [9] is required. These robots are not

expected to have immediate application, but are useful in providing a non-trivial ex-

perimental testbed for research and teaching without introducing the complications

that arise with longer serial chains. There has also been recent interest in robotic

minimalism [10]. The minimalist approach [11] is to design manipulation devices

and strategies that avoid using resources that had previously seemed necessary for

a task. This approach includes systems with reduced actuation [12, 13, 14]. The

planar robot of this dissertation is minimalist in that it has fewer DOFs than typical

for manipulators for assembly.

1.2 Sawyer motor technology

There has been both industrial and academic interest in assembly workcells using

low-DOF Sawyer motor based robots. Invented by Bruce Sawyer [15, 16, 17] in

the late 1960's, Sawyer motors have multiple linear stepping motors combined into

a single housing. Such a planar motor requires two parts: a moving forcer, and a

stationary platen stator surface, similar to the rotor and stator in a rotary stepping

motor.

The forcer (Figure 1.1) contains four linear motors and channels for providing

an air bearing between itself and the platen. Each of the four motors comprise

a stack of laminations, two coils, and permanent magnets, shown schematically in

Figure 1.2. Each motor produces force along one direction. The motors operate

on a ux-steering principle, with the coil currents acting to switch the permanent

magnetic ux from one set of poles to the other. The poles with the most ux tend

to align themselves with the platen teeth, so that by activating the poles in the

proper order, a stepping motion is achieved. The currents in the motor coils can

also be smoothly varied, making it possible to set the equilibrium position to any

position relative to the teeth. In practice, the limits of this open-loop microstepping
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Figure 1.1: Bottom view of forcer (normag1 system)

Figure 1.2: Basic linear motor operation: Current in the motor coils generates
magnetic ux (dark ux path) that sums with the permanent magnet ux (light
ux path) to produce forces.
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Figure 1.3: The open-loop force pro�le has a large sti�ness near the equilibrium
position but this equilibrium is only attractive for positions within ��=2.

operation are about 1=500th of a 1 mm tooth pitch, or about 2 �m. If the equi-

librium position is �xed by sending appropriate constant currents in the coils and

the forcer is displaced from the equilibrium position by an external device, it will

resist with a force that to �rst order is a sinusoidal function of position, as shown in

Figure 1.3. Note that the actuator only applies force when it is displaced from the

equilibrium position, so that motions that require a signi�cant fraction of the peak

force will require displacements that move the system operating point closer to the

maximum displacements shown in Figure 1.3. When oating on a platen, the air

bearing is strongly pre-loaded by the permanent magnets of the motors, resulting

in an extremely sti�, near-frictionless air bearing with a thickness of approximately

12 �m. A tether is required for supplying air and motor currents. Motor currents

are typically supplied by pulse-width modulation (PWM) current-output ampli�ers,

with two channels required for each of the four linear motors.

The platen (Figure 1.4) is a passive steel surface with a two-dimensional wa�e-

iron pattern of teeth, with the gaps between teeth �lled with epoxy to provide a

smooth air bearing surface. The tooth pattern may be produced in the thin soft

magnetic steel top sheet of the platen by chemical etching or machining techniques.

To make it suitable for the thin air bearing, its surface must be locally at to within a

few microns over regions corresponding to the area covered by a forcer. Honeycomb

material or a web of cast material is used to provide a sti�, stable structure to

support the steel top sheet. The nominal tooth pitch, �, of most commercially
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Figure 1.4: Platen structure and fabrication

available platens is 1:016 mm (0:04 inch), and they are available in a variety of sizes

up to 0.9 by 1.3 m [18]. Forcers and platens are available commercially as individual

components and as parts of integrated systems [19, 20, 21].

Planar motors are unique in combining high-speed and high-acceleration mo-

tions over a large-workspace, as well as exceptionally precise positioning capabili-

ties. Northern Magnetics, Inc. reports [18] forcers with 60 N static force, better than

1 m/s peak velocity, 40 m/s2 acceleration, and 3 �m positioning resolution. Note

that the planar motor has 3-DOFs but only a single moving part, combining the

high sti�ness of parallel mechanisms with the large workspace of serial mechanisms.

However, the open-loop stepping operation has limited the use of these actuators to

positioning applications. Open-loop operation can be characterized as a very sti�,

lightly damped, passive position control loop. This behavior is illustrated in the

impulse response of Figure 1.5, where the system vibrates at approximately 60 Hz

for a large fraction of a second. For a linear system, such dynamics a�ect perfor-

mance but not stability. However, in this case, because of the force response of

Figure 1.3, the passive sti�ness of the open-loop stepping mode will be non-linear,

and deviations from the equilibrium position larger than one-half of a tooth pitch

will result in the system moving to the adjacent tooth. In the absence of sensing,

this condition cannot be detected and the forcer position will have a steady-state
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Figure 1.5: The impulse response under open-loop operation appears to have a pair
of underdamped poles at a natural frequency of 60 Hz with a time constant of 150 ms.

error of one pitch. This occurrence is referred to as a loss of synchrony, and may

also involve rotational errors or translational errors of more than one tooth pitch.

For this reason, changes in the equilibrium position of the stepping mode must be

made carefully to avoid exciting the underdamped dynamics and must be followed

by appropriate delays to give them time to dissipate.

Recently, a high-precision, high-bandwidth position sensor [22] was developed

at Carnegie Mellon University. Developed in the Microdynamic Systems Labora-

tory, this sensor [22], shown in Figure 1.6 comprises four segments, each capable of

measuring position along one direction. This sensor takes advantage of the existing

precision grid etched into the platen. As shown in Figure 1.7, a drive coil gener-

ates an alternating magnetic �eld that ows through the platen teeth and returns

through two sets of sense coils. The relative magnitudes of the sense winding out-

puts vary based on which coil is aligned with a row platen teeth. The output of

custom-designed demodulation circuitry is a pair of ampli�ed sense coil amplitudes

fva;i; vb;ig for each of the four sensor segments. Plotting a pair in an (x; y) plot

yields a rounded diamond shape (Figure 1.9). Taking the arctangent function of

this signal pair yields, to �rst order, the position of the sensor element, expressed as

a spatial phase. The spatial phase, �s, is related to the position ps by the propor-

tional relationship ps = �s�=(2�), where � is the pitch of the platen teeth. It is also

necessary to read the sensor often enough that a tooth counter can be incremented

or decremented whenever the spatial phase transitions from the upper to the lower

range of the arctangent function or vice-versa. Using this method to compute the

position, the noise level of a single axis of the integrated sensor was reportedly [22]
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Figure 1.6: Platen sensor detail from normag2 system
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Figure 1.7: Schematic of a single platen sensor segment
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dimension normag0
normag1 ,

normag2 , vole
df [mm] 96 150
da [mm] 24.5 48.5
dwa [mm] 31 31
ds [mm] n/a 9.7
dso [mm] n/a 15.8
dws [mm] n/a 13.8

da

df

dwa

dso

ds

dws

Figure 1.8: Forcer dimensions
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0.3 �m (1�). However, two of the four sensor segment output positions are averaged

to compute the position of the forcer, which reduces the noise level to 0.2 �m (1 �)

because the noise of each sensor is independent. The forcer skew angle is computed

from the di�erence of either the x direction (q�;x = (ps1 � ps3)=ds) or y direction

(q�;y = (ps2 � ps4)=ds) sensor segments divided by the distance between sensors, ds

in Figure 1.8. In practice, both di�erences are computed and averaged to reduce

the noise level of the angle measurement. Characterizing the accuracy of the sen-

sor is more complicated. The global accuracy will be a�ected by the accuracy of

the platen grid and thermal deformations of the platen. Assuming the platen is

thermally stable and the grid is to be used as the primary position reference in a

system, the local accuracy is more important. The local accuracy will depend on

local tooth non-uniformities, the errors that result from using an arctangent function

to demodulate the rounded diamond output of the sensor, and the magnetic state

of the platen material. The CMU sensor di�ers from other magnetic platen sensor

designs [23, 16, 24, 25, 26, 27] in its small size, which eases integration and allows for

high-frequency operation, its balanced construction, which makes it insensitive to

bias �elds from the actuators, and its simple mechanical design, which makes it easy

to fabricate. Experiments using a laser interferometer [22] demonstrated accuracies

below �10 �m after calibration using a Fourier error model.

Sawyer motors have received a lot of attention from academic and industrial re-

searchers. The original invention was documented in a series of patents by Bruce

Sawyer covering the linear actuator operating principle and the grouping of actua-

tors in a single housing to enable planar motion [15, 28], integration of displacement,

velocity, and acceleration feedback information [17], and trajectory design to mini-

mize excitation of the open-loop dynamics [29]. Xynetics1 licensed [30] and further

developed this technology. The Xynetics group also had a number of technical

publications discussing trajectory design and motion control implementation [31],

constant velocity systems [32], performance speci�cations and accelerometer feed-

back for increasing damping [33], as well as system overviews in trade publications

[34]. A later Xynetics patent covers a method for reducing the e�ects of magnetic

hysteresis in the platen [35].

1Xynetics became a division of General Signal, Inc. in the early 1980's. General Signal was in
turn acquired by SPX Corporation in October 1998.
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Figure 1.9: Platen sensor quadrature output

Early applications of Sawyer motors were limited to at-bed plotters and wafer

positioning stages [36, 37]. However, several groups began developing assembly work-

cells based on the technology. The RobotWorld concept was reportedly developed

by Victor Scheinman as early as 1979 [21]. The Automatix2 RobotWorld system

[19] is designed to use planar motors for vision guided assembly. In this system,

the platens form the ceiling of a workcell. Multiple motors augmented with z, �

axes are operated hanging down from the platen, along with 2-DOF motors that

position mobile cameras for inspection and registration. Industrial applications in-

clude mechanical and electronic assembly [19, 21]. Academic researchers have also

been attracted to the structured environment of RobotWorld, using it to develop

DesignWorld, an automated circuit build and maintenance workcell [38], and mod-

ular manipulation workcells [39]. Recently an optical sensor [40, 41] with the trade

name \GridTrac" was introduced as an option for the RobotWorld robot modules.

This approach requires four sensor segments to be mounted on the outside of the

forcer, increasing its e�ective footprint.

2Automatix was acquired by Yaskawa Electric Corporation, and the RobotWorld product line
is currently distributed by Yaskawa's Motoman division.
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Contemporaneous with the RobotWorld introduction, a similar assembly workcell

was designed at AT&T [42] and Megamation, Incorporated3 [43]. The Megamation

systems di�er from the RobotWorld systems in form more than function. The con-

troller hardware is mounted above the platen to reduce oorspace requirements and

allow the system to be mounted over a conveyor or other transfer line, making it eas-

ier to integrate the system into existing assembly lines. Megamation has patented

a number of technologies related to planar motors, including their overall system

design [44], an optical sensing technique that relies on an extra grid on the surface

of the platen [45], a design for laminated platens that reduces eddy current damping

e�ects [46], a method for detecting stall conditions without position sensors [47], a

mechanism for reducing tether disturbances [48], a liquid-cooled platen [49], and a

�ber optic encoder position sensor [50]. They also have patented devices with mul-

tiple planar motors for a large area coating system [51] and high force applications

[52], as well as adding a coarse/�ne planar motor system for improved resolution

[53]. Applications for the Megamation system include thru-hole and surface-mount

printed circuit board assembly [43], test and inspection of electronics, small mechan-

ical assembly, laboratory automation [20], and �ne-pitch surface mount placement

[54, 55]. There are reportedly over 350 Megamation robot heads in use [56].

Planar motor systems for assembly were also under development internally at

IBM as early as 1987 [57]. Early published results of this work involved platen

sensors for planar motors based on both ac magnetic [24, 58] and optical [59, 27]

operating principles. These sensing technologies were further re�ned and evaluated

at Carnegie Mellon University [22, 60]. Prototypes of the CMU magnetic sensor

were integrated into two commercial forcers and enabled the work described in this

dissertation. Portions of this dissertation have been published in other forms, in-

cluding the modeling of planar motors [61], demonstration of full 3-DOF closed-loop

control of planar motors [62], and autonomous calibration of the platen sensor [63].

Also at CMU, a miniature, rapidly-deployable assembly system called minifactory

[64, 65, 66, 67, 68, 69] is under development and uses planar robot couriers to pro-

vide both sub-product transportation and precision positioning. The couriers are

also used for determining the con�guration of the factory at startup [70, 71], and as

mobile vibratory parts feeders [72, 14].

3Megamation is now a product line of Rankin Corporation.
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The IBM sensor was also used in work at Columbia University and Polytechnic

University, including preliminary experiments with 1-DOF of a planar motor under

PD control [26, 73], and modeling the actuator and sensing outputs as a function

of skew angle [74]. Further work related to planar motors includes an investigation

of the inaccuracies resulting from thermal deformations of the platen [75, 73], and a

composite platen design for reducing eddy-current e�ects [76, 73]. A robust, adaptive

controller was also designed for closed-loop control of a planar motor, but only

simulation results have been reported [77, 78, 79, 80, 81, 82].

A capacitive sensing design was developed at Bell Laboratories [83, 84]. At MIT,

several recent Master's Theses [85, 86, 87] have studied planar motor and sensor de-

sign, modeling, and control. They have reported experiments demonstrating 1-DOF

sensor operation and PID control [88, 25]. Many researchers have been attracted

to the problems of multiple tethered planar robots operating on a single platen

[89, 90, 91, 92, 93]. Parallel mechanisms actuated by multiple planar robots have

also been reported [94, 95, 73].

Most of the above work is focused on improving the trajectory tracking and po-

sition regulation performance of planar motors, either by incremental improvements

to open-loop operation or a more fundamental switch to closed-loop control. These

developments lead to a number of improvements. Thermal degradation of position-

ing accuracy is reduced by building platens with improved thermal dissipation or by

reducing currents by using closed-loop control. Repeatability and accuracy at the

ends of trajectories are improved by closed-loop control. The long settling times of

open-loop control can be reduced by using winding source feedback or accelerome-

ters [33], or by adding damping with closed-loop control. Trajectories can be applied

that have velocities and accelerations closer to the actuator limits. These improve-

ments lead to cycle time reductions and accuracy improvements that may be critical

for certain applications. However, for trajectory tracking applications that do not

require these improvements, the reduced system complexity of open-loop operation

makes it preferable.

What has not been emphasized in the literature is that closed-loop operation en-

ables new classes of applications that go beyond simple positioning tasks. Open-loop

operation can only be used to track pre-de�ned trajectories that have been carefully

designed to stay within the velocity or acceleration limits of the forcer and not to

excite any of the resonance modes. Closed-loop control allows the planar motors
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Figure 1.10: Forcer for normag0 system

to have richer dynamic interactions with the world { guarded moves, disturbance

detection and compensation, visual servoing, automatic registration, cooperative

manipulation, high-frequency motions, and impedance control { interactions that

are impossible under open-loop operation, and that are critical for enabling high-

performance manipulation.

The central motivating idea of this dissertation is that high-performance low-

DOF robots should be considered for use in challenging manipulation applications.

The technical contributions of this dissertation are in taking the raw planar motor

sensing and actuation technology, developing the necessary modeling, calibration,

and control techniques, and demonstrating that the low-DOF robot formed by the

combination of these technologies and techniques is well-suited to high-performance

manipulation tasks.

1.3 Outline and summary

At the coarsest level, the body of this dissertation can be divided into three parts.

First, Chapters 2, 3, and 4 describe the commutation, modeling, and calibration

that are needed to prepare the linear stepping motors for use as servo motors. Sec-

ond, Chapters 5 and 6 describe the planar robot control problem, present theory

and real-time implementation of appropriate controller strategies, and evaluate the

advantages of these controllers relative to open-loop operation. Third, applications
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Figure 1.11: Forcer for normag2 system

are presented in Chapters 7 and 8 that illustrate the use of the planar robot in chal-

lenging manipulation tasks, highlight its unique performance capabilities, and show

how closed-loop operation enables these new applications.

In more detail, Chapter 2 discusses the development of software-based commu-

tators for the planar motor actuators. The commutators compute appropriate cur-

rents to send to the actuators based on their position and the desired force output.

This commutation strategy is di�erent than that used in open-loop Sawyer mo-

tor operation, where an electronic commutator chooses actuator currents to set the

equilibrium position of the actuators based on the desired motor position without

any information about the actual motor position. The two main di�erences are

the change from a position commanded stepping operation to force commanded

servo operation, and the implementation of the commutation function in software

rather than in electronics. Two force commutation strategies are presented. A �xed-

amplitude strategy is similar to open-loop commutation in that large currents are

always in the coils. A preferred �xed phase strategy only requires large currents when

large forces are required. Although the commutator is presented using a �rst-order

model of the actuator, the software implementation allows more complicated and
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modi�able models to be used. However, the software implementation cannot run at

the speeds of dedicated hardware, so that a special phase compensation technique

is required to maintain force output at high velocities. Commutation in general

is a well-understood technique, but the special issues involved with software-based

commutation of planar motors have not been presented in the literature. A software-

based �xed-phase commutator has been reported [96], but this work did not consider

phase compensation and did not present experiments with high-velocity motions that

would require phase compensation for reasonable performance. A �xed-phase com-

mutator has also been used [77] for a simulated planar motor control, where phase

compensation is not an issue. A �xed-amplitude commutator has also been used [40],

but only at low speeds. Other reported one-DOF planar motor control experiments

[26, 73] did not reveal the commutation method utilized.

There has been much work on modeling of planar motors and other similar

motors [97, 96, 74], but they all have major simpli�cations and very few include any

experimental veri�cation of the resulting models. Also, many are intended to model

the open-loop operational characteristics and are not concerned with the model

�delity at low currents, because open-loop operation will always have large currents

in the motor coils. For example, most models presented in the literature predict zero

detent forces, even though it is quite simple to qualitatively verify that this is not

the case. The experiments of Chapter 3 are designed to quantify the force output

as a function of actuator position, skew angle, commutator current command, and

velocity. The quality and scope of these experiments are enabled by integrating

a multi-axis laser interferometer system and a precision load cell with a real-time

computing system. Data collection with this system was highly automated so that

it was possible to explore along the many dimensions of actuator output variations.

The same experimental setup was used [22] to determine an error model for the

platen sensor. Results show the static force output of the actuators as a function of

position, coil currents, and skew angle. A technique is used to measure the actuator

force output as a function of velocity in such a way that damping and rollo� e�ects

can be determined.

An interesting characteristic of the planar robot actuators is that the stator and

forcers are separable. Multiple forcers can use the same platen, and forcers can be

used on any platen that has the appropriate tooth pitch. In particular, the platens

and forcers may not even have the same manufacturer. In addition, platens and
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forcers from di�erent manufacturers may have variations in tooth geometry or mag-

netic properties. For these reasons, calibration cannot generally be performed at the

manufacturer. The techniques of Chapter 3 require too much equipment and time

to be performed in the �eld on every platen/forcer pairing. However, those results

can be used to formulate parametric models for the actuators and sensors, where

the values of the parameters represent the important variations between platens and

forcers. The redundancy of the sensor output can then be used to formulate a con-

straint equation that includes the sensor error model parameters. Appropriate data

collection and minimization techniques can then be used to identify these parame-

ters without the use of any external sensors. The actuator redundancy can also be

exploited for calibration. In this case, if there are no external loads on the forcer,

the steady-state actuator currents required to hold a position should be essentially

zero. Any non-zero currents reect disturbance forces, which will primarily come

from unmodeled actuator characteristics. Without redundancy, this technique can

only model the zero-force model errors. However, the redundant actuation allows the

actuators to push against each other in such a way that each actuator can output an

appropriate high force without generating a net force or torque on the forcer body.

Exploiting the redundancy in this way allows the calibration of the full range of the

actuators without requiring any external force references or sensors. These tech-

niques were inspired by work in autonomous calibration of redundant manipulators

[98]. A similar technique has been used [99] to calibrate �ngertip force sensors. This

dissertation reports the �rst application of these techniques to planar robot actuators

and sensors. The autonomous platen sensor calibration improves the translational

accuracy modestly from 8.9 �m (1 �) to 6.5 �m and the angular accuracy dramat-

ically from 1.2 mrad to 0.4 mrad, as veri�ed using a laser interferometer. Further

improvements in the sensor calibration were attempted using additional sensing in-

formation from the coordination sensor, but poor internal calibration of that sensor

resulted in only marginal improvements over the autonomous platen sensor calibra-

tion. Autonomous calibration of the actuators resulted in improvements in force

ripple ranging from 17 to 51%. Certain actuators seemed to have more ripple than

others, and the large-ripple actuators tended to have the most improvement after

calibration. It is expected that much of the remaining calibration errors in both the

actuator and sensor models are caused by variations in the platen teeth that cannot

be captured by the models used in the calibration. Figure 1.12 shows tooth defects
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(a) (b)

(c) (d)

Figure 1.12: The Normag model #225-664-01 platen used for experiments in this
work has (a) badly formed teeth, (b) missing teeth, (c) di�erent tooth sizes in
di�erent areas, and (d) misaligned platen sheets, all resulting in sensor accuracy
errors.

and variations in the commercial platen used for the experiments of this disserta-

tion. Figure 1.13 shows the early results of platens under development at CMU that

have markedly better tooth uniformity, which should enable further improvements

in sensor accuracy.

Simple PD controllers are presented in Chapter 5 to demonstrate basic closed-

loop operation, characterize certain performance improvements, and determine the

di�culties of controlling the planar robot. Prior work [40, 26, 73, 96] reported control

of only one axis using bulky prototype position sensors. In industry, accelerometer

feedback and motor winding source feedback [33] have been used to improve perfor-

mance and reliability of open-loop operation. The controller reported in Chapter 5,

is the �rst published [62] instance of full 3-DOF closed-loop operation of a planar
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(a) (b)

Figure 1.13: Small test platens before (a) and after (b) epoxy back�ll indicate that
platens under development at CMU should provide a more uniform reference for the
platen sensor, improving accuracy.

motor with an integral position sensor. The planar robot control problem is iden-

ti�ed, which includes issues that only arise under full 3-DOF control such as tether

disturbances, sensor measurement errors, collisions, balancing the regulation of skew

angle with the generation of propulsion forces, and coupled actuator saturation. A

method for avoiding actuator saturation de�nes a domain to limit the operation of

a controller to speci�ed system states where the controller will provably move to

the goal without exciting any actuator constraints. A disturbance estimator is used

to provide a measure of disturbance forces acting on the system and to eliminate

steady-state errors, if necessary. Improvements in resolution, repeatability, settling

time, power usage, and operating temperature resulting from closed-loop operation

are experimentally demonstrated.

One problem with the PD controller for gross motions is the need to track trajec-

tories in the workspace. If the trajectory exceeds the capabilities of the robot or if

disturbances result in large tracking errors, the PD controller may deviate from the

trajectory path, taking a \short-cut" as necessary, or may have major overshoot at

the end of the motion. These large tracking errors may also result in a violation of

the angle limits of the skew regulation controller. The PD controller has trajectory

design requirements similar to the open-loop controller, though the consequences

may not be as severe. If the as-designed PD controller performance (tracking error,

overshoot, etc.) is to be achieved, the trajectory must be carefully designed. This re-

quirement can lead to signi�cantly conservative approaches to motion planning and
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ine�cient use of the planar robots. In particular, if multiple planar robots share

a platen, collision avoidance becomes necessary, and collision-free paths must be

planned in IR2� t with enough spatial-temporal clearance to account for trajectory

tracking errors. In Chapter 6, a di�erent approach to the design of collision-free

gross motions is presented. Instead of the relatively non-intuitive paths in IR2 � t,

polygonal areas on the platen are de�ned as reservation areas in which only one

planar robot may reside. Before moving into a new reservation area, the robot must

negotiate exclusive access with its peers. Each polygonal area is composed of a se-

ries of convex regions. Within each convex region, it is necessary for a controller to

keep the robot from violating the boundaries of the region and the acceleration and

velocity constraints, while stably moving to a goal position within the region. By

sequencing multiple convex regions, complex paths through the workspace can be

formed without any explicit trajectory planning. By avoiding the use of trajectories,

momentary or persistent disturbances will not be capable of inducing collisions. The

design of the controller for the convex region is presented in Chapter 6 and builds on

work previously developed [100, 101]. This controller is designed for gross motions,

and is expected to be coupled with a local regulation or impedance controller that

is activated when the gross motion completes.

The application that has motivated much of the work of this dissertation is the

minifactory system. This automated assembly system [64, 65, 66, 67, 68, 69] is under

development at CMU to enable rapidly-deployable automation. This system uses

planar robot couriers to provide both sub-product transportation and �ne manipula-

tion capabilities. The couriers are also used for determining the con�guration of the

factory at startup [70, 71, 102]. Several minifactory tasks related to factory startup

are presented, including automatic realignment, discovery of workspace boundaries,

identi�cation and calibration of overhead devices, and detection of platen cracks.

These tasks are made much easier with closed-loop operation. Stable collision be-

havior is shown as well as fast sliding along platen boundaries, demonstrating that

force and impedance control can be implemented using only the disturbance observer

to provide force information. Multi-robot coordination is demonstrated for both a

high-precision camera-guided positioning task and a dynamic, high-speed tracking

task.

In Chapter 8, the planar motor is used as a miniature mobile parts feeder. Planar

vibrations have been shown [103, 104, 72, 14] to produce motion of parts sitting on
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a vibrating platform. The closed-loop bandwidth of the planar robot is high enough

to track the vibration waveform and produce motion of the parts relative to the

robot. A useful parts feeder requires part motion that tends to sort, separate,

position, or orient in some known way. Others [13] have used sequences of rotational

vibrations to independently position multiple parts sitting on a at plate, but the

motions are not stable and require additional sensing in the form of a vision system

to keep parts on their desired paths. In this chapter, individual part motions are

not considered, but the planar robot vibrations are combined with a spiral ramp to

provide a velocity �eld that will tend to singulate parts. The spiral structure allows

for a recirculation and reorientation e�ect. The most novel aspect of this application

is that the planar robot can use the actuators that are used for vibration to move

large distances, bringing the parts to the assembly location rather than requiring the

manipulator robots to make large motions to visit �xed parts feeders. This feature

is especially useful in the minifactory application, where the overhead manipulators

have deliberately limited workspaces. This parts feeding application is an example

of a very di�erent type of robotic manipulation. It can be considered distributed

manipulation [105] because multiple parts are manipulated simultaneously over the

surface of the feeder body. It can be considered minimalist because of the e�cient

use of actuators and the limitation to planar motions.

Chapter 9 summarizes the results and contributions of this dissertation. The

performance improvements gained by closed-loop control are summarized, including

an improvement in repeatability from 6 �m to 2 �m, a decrease in settling time from

tenths of seconds to below 20 msec. More importantly, with closed-loop operation

the robot will not miss teeth or over-rotate if the motions are not carefully planned,

enabling a much greater variety of tasks, including wall following, platen joint detec-

tion, visual servoing, and force, sti�ness, and impedance control. The minifactory

and parts feeding applications would be impossible without closed-loop operation.

1.4 Experimental systems

To simplify the presentation in later chapters, this section describes the various

systems used to conduct the experiments described in this document. This section

is designed to serve as a useful reference for details of the experimental systems,

both for readers and for future users of any of these systems. The reader may wish
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to skim this section for now if it seems like excessive detail and refer back to it as

needed.

1.4.1 normag0 system

The �rst system, which will be referred to as normag0 in this document, was used for

modeling and control experiments before a functional prototype of the CMU platen

sensor was developed. Much of the equipment was donated from IBM. The forcer

is a small Normag model 4XY1302-2-00 (serial number AS302). These motors have

four actuators, as shown in Figure 1.10, but the actuators in opposite corners are

wired together in series, so that it only has four input pairs (a sine and cosine phase

for both the x and y directions). This con�guration restricts control to two axes,

eliminating the ability to actively change the motor's skew angle. These motors

are designed for open-loop control, where one would not normally want to change

this angle. However, full closed-loop control must be able to generate torques, so

the motor was rewired for this research so that each of the four actuators could be

independently controlled, now with eight input pairs (a sine and cosine phase for

each of the four actuators).

The modi�ed forcer was driven by a Motion Science MSSX 16006-4 stepping

motor ampli�er. This model number is a custom version of their standard MSFX

16006-4 model, with the micro-stepping circuitry removed. It is simply an eight

channel pulse-width-modulation (PWM) ampli�er designed for use with the types

of inductive loads found in stepping motors. As supplied, it had a current limit of

6 A, which exceeds the recommended forcer limit of 2 A by a large enough margin to

be of concern. It was necessary to remove several power resistors on each ampli�er

board to reduce the current limits to 3 A. The PWM outputs have substantial

�ltering to prevent high frequency currents from entering the motor coils, which can

cause destructive levels of inductive heating.

A small VME rack with a Motorola MVME-162 68040 real-time computer board

and a quad-I/O SBX carrier board with analog-to-digital (ADC), digital-to-analog

(DAC) converters, and digital-input-output (DIO) boards was used. The VxWorks

[106] real-time operating system was used, with a Sun workstation development

platform.
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To provide a measurement of the courier position, a Zygo ZMI-1000 Interferom-

eter system was integrated into the system. This system consists of a laser head,

interferometer optics, and a control box containing a small VME card cage, the

laser head power supply, and three VME boards for controlling and collecting data

from the laser system. The system is capable of sampling measurements for two

axes at well over 10 kHz at a resolution of 2.8 nm. Initially, the VME cards were

installed directly into our VME card cage, allowing for high-bandwidth, low-latency

access to the laser measurement data over the VME bus. This system worked well

for months, but measurement faults began to occur frequently. The manufacturer

noted that the Zygo VME boards were very sensitive to power supply noise and

may not work in non-Zygo card cages. The Zygo VME boards were then re-installed

in the Zygo box and a second quadIO board was installed in the VME cage with

three DIO boards for interfacing with the Zygo system digital interface, again al-

lowing high-bandwidth, low-latency access to the measurement data. These data

was used to provide a translation and rotation measurement for a prototype 2-DOF

PD controller (using the laser interferometer measurements to simulate the platen

sensor).

The normag0 system was used for the commutator phase advance experiments

of Chapter 2, and both the static and dynamic actuator modeling experiments of

Chapter 3.

1.4.2 normag1 system

The second system, normag1 is the �rst (in the world) with an integrated platen

sensor. The motor housing is a Normag model 4XY1304-2-01 (serial number A10),

which has eight actuators, as shown in Figure 1.1. However, the adjacent actuators

are wired in parallel, making them function as one double-size (and force) actuator,

so that only eight input pairs are required, as with the normag0 system. This

motor is also designed for use in an open-loop stepping mode. However, the platen

sensor developed at CMU is compact enough to �t in unused space between the

four actuators. A pocket was machined into the aluminum motor housing, and the

sensor was installed and potted with epoxy. The excess epoxy was machined o�

and the bottom of the forcer was lapped smooth. A circuit board for ampli�cation,

�ltering, and processing of the sensor output signals was installed in the forcer body,
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Figure 1.14: Coordination sensor schematic

connecting directly to pins protruding up from the sensor. The board supplied

ampli�ed outputs that were sent along the tether to the control computer4.

The same Motion Science ampli�ers were used for this system, although this

forcer has a peak current of 4 A because the double actuators are wired in parallel.

To further complicate matters, it was necessary to switch between the normag0

and normag1 system while the newer system was under development. The output

connections of the ampli�er were modi�ed to provide jumpering on the forcer side

of the connection, allowing the power resistor values to change depending on the

requirements of the forcer connected to the ampli�er.

After an evaluation of real-time operating systems and hardware as part of the

larger minifactory project, it was decided to switch to the POSIX-compliant LynxOS

real-time operating system and more modern PowerPC hardware using a standard

ATX form-factor motherboard.

A coordination sensor [107] was integrated into this system5. This sensor attaches

to the side of the forcer, as shown in Figure 1.16 and can detect overhead infrared

LED beacons. As shown in Figure 1.14, it has a semiconductor lateral photoe�ect

4The sensor development and integration was performed by Zack Butler, with help from Alfred
Rizzi and Ralph Hollis.

5The coordination sensor was developed by Wing-Choi Ma and integrated into the system by
Zack Butler, with guidance from Alfred Rizzi and Ralph Hollis.
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Figure 1.15: Coordination sensor exploded view
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Figure 1.16: Coordinate sensor mounting parameters and sensing axes (top view)
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Figure 1.17: Output �lter for Copley ampli�ers

position sensitive detector (PSD) along with a lens to focus the light onto the surface

of the detector. The beacons are modulated to reduce sensitivity to other overhead

light sources. This sensor has sub-micron resolution and micron-level accuracy over

a range of tens of millimeters and a bandwidth of hundreds of Hz [108]. It is intended

for precise localization of low-DOF overhead robots that are out�tted with beacons

on their end e�ectors. The planar robot can then precisely localize the mounting

position of these robots during system initialization. This localization is necessary

for later cooperative tasks involving both the planar robot and the overhead devices.

The normag1 system is used in the platen sensor and coordination sensor au-

tonomous calibration experiments of Chapter 4, the PD/PID controller experiments

of Chapter 5, and the parts feeding experiments of Chapter 8.

1.4.3 normag2 system

The third system, normag2 , is for the most part a duplicate of the normag1 sys-

tem. It has an integrated platen sensor and the motor housing is a Normag model

4XY1304-2-01 (serial number A09), as shown in Figure 1.11. The two major di�er-

ences between it and the normag1 system is that it lacks a coordination sensor and

it uses di�erent ampli�ers. Eight Copley model 4212 ampli�ers are used to drive

the planar motor actuators. It was necessary to install a �ltering circuit, shown in

Figure 1.17 on each ampli�er output to prevent high-frequency current uctuations

that cause signi�cant inductive heating of the platen and signi�cant platen sensor

noise. The normag2 system is used in the dynamic force modeling experiments of

Chapter 3, and the actuator autonomous calibration experiments of Chapter 4.
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1.4.4 vole system

The vole system uses the planar robot body from the normag1 system, with the

Normag model 4XY1304-2-01 (serial number A10 forcer), integral platen sensor,

and coordination sensor. However, the ampli�ers and computing hardware are dra-

matically di�erent. Eight Copley model 4212 ampli�ers, a PowerPC motherboard,

plumbing and controls for air and vacuum, and various custom printed circuit boards

are integrated into a compact \brain-box," that can be mounted on the side of the

platen support frame.

1.4.5 Minifactory components

Custom couriers and platens are under development in the Microdynamic Systems

Laboratory for use in the minifactory system. The platens di�er from commercial

platens in that they have a metric tooth pitch (of 1 mm), the teeth are fabricated

by a machining process rather than a chemical etching process, and can be clamped

together to form an extended, continuous operating surface for the planar robot

couriers. Couriers are also redesigned, with three teeth per pole compared to four

teeth in most commercial forcers, which allows for a compact size while also allowing

for a slightly larger platen sensor to be integrated in the middle of the forcer body.

Although these devices were not used in the work of this dissertation, most of this

work will be applied to these systems as they are completed.
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1.5 Notation

Commonly used variables are listed in this section. Less common variables will be

introduced as needed in the text.

Physical parameters
m mass [kg]
Iz rotational inertia [kg�m2]
M diagonal mass matrix [kg] or [kg�m2]
� platen tooth pitch [m]
!� pitch frequency 2�=� [rad/pitch]

dgx; dgy location of center of mass of forcer [m], [m] (Figure 1.8)
da actuator distance from center [m] (Figure 1.8)
df forcer body width [m] (Figure 1.8)
dwa actuator width [m] (Figure 1.8)
dso sensor segment o�set [m] (Figure 1.8)
ds spacing between centers of sensor segments [m] (Figure 1.8)

dcx; dcy coordination sensor mounting o�sets [m], [m] (Figure 1.16)
ox; oy coordination sensor zero position o�sets [m], [m]

Kinematic, state, and related intermediate variables
x; y; � labels for the three planar axes of the robot
si raw sensor output [counts]
zi raw sensor o�set [counts]
�s spatial phase of sensor segments [rad]
�a spatial phase of actuators [rad]
 a spatial phase input for (open-loop) commutator [rad]
ps positions of sensor segments [m]
pa positions of actuator segments [m]
q planar robot pose 3-vector [m m rad]
_q planar robot velocity 3-vector [m/s m/s rad/s]
�q planar robot acceleration 3-vector [m/s2 m/s2 rad/s2]

cx; cy coordination sensor beacon distances [m], [m]
 x;  y coordination sensor beacon angles [rad], [rad]
h coordination sensor beacon height [m]
v scalar velocity [m/s]

Force, control, and related intermediate variables
I; Ic; IA, etc. current [A]

f 4-vector of actuator forces [N]
u planar acceleration command 3-vector [m/s2 m/s2 rad/s2]
uw planar wrench command 3-vector [N N Nm]
w planar wrench 3-vector [N N Nm]

fx; fy; � elements of wrench vector [N], [N], [Nm]
J force Jacobian

(continued)
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Force, control, and related intermediate variables (continued)
ws state-dependent controller terms
wt time-dependent and disturbance compensation controller terms
bi linear damping coe�cient [N/m/s]
bv(�) actuator force damping model [m/s ! N]
bw(�) actuator force rollo� model [m/s ! N]
K controller gain matrix [N/m] or [Nm/rad]
Td controller derivative gain matrix [s]
Ti controller integral gain matrix [1/s]
T controller or commutator sample time [s]

Actuator saturation
F Set of achievable wrench outputs
�(�) norm-like function for specifying F
pV parameters for boundaries of F
E the set that bounds F
F 0 modi�ed set of achievable wrench outputs
D set containing all possible feedforward/integral wrenches
S 0 set of unsaturated states
U set of unsaturated wrench outputs
�(�) norm-like function for acceleration limits

Superscript, subscript, and overstrike conventions
�� estimated quantity
~� error quantity
�� uncalibrated quantity
�̂ calibrated quantity
�+ maximum allowable value
�� minimum allowable value
�� desired value

�0 used for an alternate de�nition of a variable
(does not signify a derivative operator)

�i ith element of vector
�x element of vector corresponding to x axis
�y element of vector corresponding to y axis
�� element of vector corresponding to � axis

Operators
k � kV (�TV �)1=2
D�� partial derivative operator

Miscellaneous
i; j; k indices
t time [s]



Chapter 2

Commutation

Each of the four linear motors in the forcer require two current inputs. In total,

eight currents ow into the actuators, producing a net x; y force and a torque. The

force generated by each motor is a function of its current values and its position and

skew angle. A commonly-used �rst-order model of the force generated by a single

linear motor actuator is

f = kIA sin(�a) + kIB cos(�a); (2.1)

where f is the force generated by the actuator, k is a motor constant with units of

force over current, IfA;Bg is the current in coils fA;Bg, and �a is the spatial phase
of the actuator. This phase is the position of the actuator expressed as an angle (in

units of radians),

�a = 2�pa=�; (2.2)

where � is the tooth pitch in meters and pa is the position of the actuator in meters,

such that a spatial phase of 2� is equivalent to one tooth pitch. This force expres-

sion neglects second-order e�ects such as manufacturing errors, magnetic saturation,

non-uniform teeth, and forcer rotations. Their importance will be investigated in the

following chapter. It also does not consider dynamic e�ects such as ampli�er band-

width, commutator update rate, and the electrical and magnetic dynamics, which

will also be investigated in the following chapter.

In principle, a control strategy can be designed that directly operates on the

force model (2.1). The controller will need to select IA and IB based on the motor

phase �a and desired force fdes. Note that there will not be a unique solution for the

currents unless �a is a multiple of �=2 (corresponding to positions where one of the

30
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motor quadrature pairs is at an equilibrium and cannot generate any force). More

interestingly, the force output of the actuator is constrained by the limits on the

individual coil currents, so that if both currents are �xed to their limits, the peak

force of the actuator will vary with the phase. In particular, at �a = �=4 rad, the

maximum force will be 141% of that available at �a = 0 rad. However, it is not clear

that this additional force can be exploited usefully by a controller. If this additional

force was used for motions at top acceleration, the 41% variation in force may cause

signi�cant audible noise and oscillations in the motion. If it were used to generate

a large static force, it would result in a detenting behavior, where the forcer could

only generate peak forces at certain positions, i.e. where �a is near a multiple of

�=4 rad.

For simplicity in the model and controller, and to make it easy to describe the

capabilities of the planar robot, the currents will be chosen such that the maximum

force will not vary with position and will be given by the maximum force available

at �a = 0. The current magnitudes should not exceed the current limit, Im, and for

a given desired force the currents should vary smoothly with motor position. If the

currents are computed as

IA = I cos( a) and IB = �I sin( a); (2.3)

where I and  a are the new parameters with units of amperes and radians, then the

force will be given by

f = kI sin(�a �  a): (2.4)

To generate the peak force, set I = Im and choose  a as a function of the motor

position,  a = �a � �=2.

This parameterization of the coil currents has been used for open-loop operation

of planar motors. However, the motor positions are not known, so forces cannot be

explicitly commanded. Instead, I is set to Im and  a is used to set the equilibrium

phase �a;eq of the motor by choosing  a = �eq so that fgen = 0 at �a = �a;eq. In

practice, the linear motors are driven by stepper drivers that compute (2.3) using

embedded lookup tables, and simply advance  a a small �xed amount for every pulse

input they receive.

For closed-loop operation, it is more common to command the actuator force

than the equilibrium position. Parameters I and  a must be chosen as a function of
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motor position �a to generate the desired force. Put another way, we want to invert

a model of actuator force output f( a; �a; I) with respect to (I;  a). As the actuator

model is a many-to-one mapping (i.e. many (I;  a) combinations will produce the

same force output), the commutator must use some heuristic or secondary criterion

to select the output currents. Two examples are shown below, and one is selected

based on its simplicity and e�cient use of current.

A �xed amplitude approach can be used that, like open-loop operation, keeps

I at its maximum value, but computes  a to generate the desired force,  a =

�a � arcsin(fdes=kI). This commutation scheme requires large currents to be in

the motor coils at all times, resulting in unwanted thermal e�ects that lead to accu-

racy degradation through platen deformations. In addition,this approach will choose

setpoints at locations on the force curve that have steep slopes. If there is noise in

the position measurement or signi�cant motion between commutator updates, the

actuator output force will vary signi�cantly, introducing high-frequency disturbances

into the system.

Instead, a �xed phase approach will be used. It �xes  a relative to �a as  a =

�a��=2. The force is controlled by varying the amplitude I according to I = fdes=k.

The current I is then proportional to fdes and no currents are required if fdes = 0,

signi�cantly reducing thermal e�ects. In addition, it drives the forcer at the peak of

the force curve, so that, to �rst order, position changes have no e�ect on the force

output. Note that with this commutator, the controller supplies input I as a linear

function of the desired force, just as it would for a conventional servo motor.

For simplicity and to ease the integration of enhanced models, the equations

IA = I cos(�a � �=2)

IB = I sin(�a � �=2)
(2.5)

are implemented in software, forming a software-based commutator. In the context

of planar linear motors, a commutator is simply a mechanism that selects motor

currents to achieve a desired force. The usefulness of a commutator is in providing

higher level controllers with an ideal force source (within actuator limits), as opposed

to a system where a current must be speci�ed for each coil. Commutators separated

from higher level controllers are especially important for planar linear motors because

currents must be commanded at kHz rates. For example, to operate the normag0

robot at 1 m/s, a sinusoid of nearly 1 kHz must be applied to the motor coils, calling

for updates of at least 2 kHz.
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Commutation has traditionally been implemented in hardware, either by me-

chanical electrical connections (brushed DC motors), or analog or custom digital

electronics (brushless DC and stepper motors). Here, in contrast, the software com-

mutator uses the same general-purpose real-time computing hardware that executes

controllers and higher level code for the robot. The decision to use software commu-

tation has implications on the commutator implementation, one of which is discussed

in the next section. It should be noted that it would be straightforward to implement

the commutator using a dedicated DSP or FPGA if it were necessary to reduce us-

age of the real-time computing hardware or for commutation rates even faster than

those required for our applications. Note that the platen sensors would also have to

be read and the positions of each motor computed at this faster rate to provide a

position measurement output.

2.1 Phase advance

Real-time issues became apparent in initial tests of the �xed phase commutator de-

scribed in the previous section. While open-loop controllers were able to drive motors

to velocities over 1 m/s, when a large force command was sent to the commutator,

the motor would not reach half that speed.

The commutator did not perform as well as the open-loop controller because

the commutation loop contains delays, making the motor position sensed at the

beginning of the cycle invalid by the time the output is produced. This e�ect is

illustrated in Figure 2.1. The force curve represents the force generated by the

actuator as a function of the actuator position. The commutator shifts the phase of

the force function once per cycle based on the latest position estimate, and adjusts

the amplitude to generate the proper force. The commutator wants to set the phase

such that the motor is operating at the peak of the force function. However, while

the sensor signal is being processed and new outputs take e�ect, the motor will have

moved, causing the output to miss the peak of the force curve by an amount v � tl,
the velocity of the motor times the latency. In addition, since the updates occur

at discrete times, the motor force over the next output cycle will span a range of

the force curve of length vT , where T is the sample time in seconds. Instead of

the commanded force, there will be a reduced force that changes during the output

interval (the bold arrow). With a phase advance term of vtl +
vT
2
, the bold arrow
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Figure 2.1: System latencies and control rates cause the motor's output force to
drop at high velocities.
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can be shifted so that it is centered about the peak of the force curve, as shown in

Figure 2.2. The approach is to determine the latency time and commutation rate

of the commutator and compute a delay time (in units of seconds). This value is

multiplied by the latest velocity to get a phase advance position o�set, which is

added to the latest position. The resulting sum is the best estimate of the average

motor position (assuming constant velocity) over the time period when the next

output will be in e�ect. After compensation, the resulting dynamic force will still

be reduced relative to the peak static force, as shown in Figure 2.2. The resulting

dynamic force fdyn can be estimated based on the peak static force fpeak, velocity v,

and sampling time T ,

fdyn =
Z a

�a

fpeak sin(�a)

2a
d�a

= fpeak

 
�1 + sin(a)� sin(�a)

2a

!
; (2.6)

where 2a = 2�vT=� is the distance traveled between samples, expressed in units of

spatial radians.

Commutator latencies include input and output delays and computation times.

The experiments in this section were implemented on the normag0 system. This

work predates completion of the platen position sensor, so a high-speed Zygo laser

interferometer system was used as a stand-in for two axes of the platen sensor. As

the Zygo interface boards and real-time computer shared a VME backplane, the

input delay is negligible. The commutation code required 200 �s (on a Motorola

MVME-162 68040 running the VxWorks real-time operating system) to compute

output currents based on the input position.

The ampli�ers introduce an output delay which is slightly more complicated to

measure. To do so, a spectrum analyzer was used to measure the transfer function

of the ampli�er driving one motor of a stationary forcer oating on the platen. Note

that the ampli�er dynamics can be reasonably modeled by a constant delay time

as long as the lowest frequency poles and zeros are above the driving frequencies of

interest. If this is not the case, the delay time will have to vary with the commanded

velocity. For our Motion Science ampli�er, the lowest pole appears to be at 1400

Hz, yielding a constant delay time of 114 �s.
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The last delay is from the commutation sample time, 1/3500 s for these tests,

giving a total delay time of

1

2
� 1

3500
+ 114 + 200 = 457�s:

This value is the delay time that is multiplied by the motor velocity to compute the

amount of phase advance.

2.2 Experimental veri�cation

It is perhaps naive to believe the schematic diagram in Figure 2.1 is an accurate

representation of the actuator force output at high velocities. At even 0.5 m/s,

a 3500 Hz commutator update rate only provides seven updates per cycle. The

ampli�er dynamics become important, with the coil currents (IA; IB) not changing

instantaneously, but undergoing independent step responses, which will not generally

produce a nice step response in the overall output force. Nevertheless, simple mod-

els are preferable, and this section investigates how well the phase advance model

matches reality.

To validate the estimated phase advance delay time, full scale force commands

were sent to a �xed phase commutator controlling the x motors of the forcer, and

the position data was recorded. This test was repeated for a range of values for

the phase advance delay time. Force commands are generated such that the motor

will accelerate forward and backwards at maximum acceleration between velocities

of -1 m/s and 1 m/s several times1. The complete sequence typically takes less than

0.5 s, with an overall motion of less than 50 mm.

One complication with this experiment was the use of the interferometer, which

could only measure the x translation and skew angle. Because of the large x acceler-

ations, it was necessary to have a servo loop to keep the skew angle small, but the x

actuators could not be used without a�ecting the experiment. The y actuators had

to regulate both the skew angle and the unsensed y position. The solution was to

use a PID angle regulation controller with a �xed amplitude commutator using the y

motors only. Recall that the �xed amplitude commutator maintains large currents

1While the forcer can move faster, the interferometer (which has to increment a counter for
every 2.5 nm of motion) has a limit of about 1 m/s.
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Figure 2.3: Average acceleration as a function of the phase advance time. The
computed value is indicated by the vertical dashed line.

in the actuators, allowing the y translation to be locked in an open-loop sense even

as the y actuators regulate the skew angle. Further details of this controller [61]

are omitted here as the 3-DOF platen sensor would allow full 3-DOF control if this

experiment were repeated today.

The interferometer x position data for the two long constant acceleration seg-

ments are di�erenced to get velocity. Over repeated runs with varying phase advance

delay times, the fastest response indicates the best value for the delay time. To quan-

tify the fastest response, a velocity of 1.6 m/s is divided by the time it takes for the

forcer to change from +0.8 m/s to -0.8 m/s, to compute an average acceleration.

Figure 2.3 shows this average acceleration as a function of the phase advance

time. The phase advance time computed in the previous section is indicated by the

dashed vertical line. Note that it matches the phase advance time corresponding to

the peak acceleration to within 50 �s.

To demonstrate the improvement from the phase advance term, Figure 2.4 shows

the position and velocity trajectories for a peak acceleration command starting from

a rest position. Note that although adding phase advance yields a substantial im-

provement, it is still signi�cantly below the theoretical maximum acceleration. This

remaining error is from damping and rollo� e�ects discussed in Chapter 3.

It should be noted that phase advance is a common technique used in the control

of stepper motors. It has even been previously applied to linear and planar motors

[109, 88]. However, these works tend to use phase advance as a heuristic solution to

compensate for a slew of dynamic e�ects and require experimental determination of

the phase advance magnitudes.
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Figure 2.4: Trajectory (solid line) tracking with (dashed line) and without (dotted
line) phase advance.
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The importance of commutation is in simplifying the models that the controller

must consider. With simpler models, simpler controllers can be used or additional

higher-level goals can be integrated into the controller. Pushing higher-level goals

down to lower levels permits the robot to react faster, improving its ability to dynam-

ically respond to environmental interactions, an important ability for unstructured

dynamic manipulation tasks.



Chapter 3

Modeling

Depend on the predictability and

steadiness of life to support you!

Lucky Numbers 13, 14, 15, 24, 28, 34

With the commutator in place, actuator currents can be automatically selected

by sending current commands to the commutator. However, recall that the force

model used in Chapter 2 neglected second-order e�ects such as manufacturing errors,

magnetic saturation, non-uniform teeth, imperfect ampli�ers, �nite update rates,

and forcer rotations. The commutator also uses a static force model, neglecting

e�ects from the ampli�er bandwidth, the commutator update rate, and the electrical

and magnetic dynamics. Before proceeding to attach controllers to the commutator,

it is necessary to examine these e�ects.

A skeptical reader may wonder why the �rst-order actuator model is not su�-

cient. After all, open-loop controllers have operated successfully with such a model.

IB

IA

open loop

closed loop

Figure 3.1: Closed-loop operation demands a larger domain of coil currents than
open-loop operation.

40
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The �rst reason is that the commutator uses a much larger part of the domain of

(2.1) than an open-loop controller. As shown in Figure 3.1, the coil currents under

open-loop control are constrained to a circle, while the commutator coil currents can

be anywhere within the disk bounded by that circle. If a �rst-order model is accu-

rate only on the circle, then it will be invalid for closed-loop control. Furthermore,

there have been few published results that attempt to validate the �rst-order model

over any domain.

However, the stepping motor community has not ignored planar linear motors.

The main focus of much work is to develop a model of the force generated by a

toothed motor as a function of the currents in the motor coils and the motor position.

Given the magnetic and geometric properties of the motor materials, and some

reasonable assumptions, it is straightforward to compute an estimate of the total

magnetic ux passing through the motor teeth for a given set of coil currents. To

compute the force produced by this ux, it is necessary to know the ux pattern of

the magnetic �eld in and around the teeth, which is di�cult given the sharp edged

geometry. In [36, 86, 97], various assumptions are made about the ux �eld pattern,

but all eventually �t their results to a sinusoidal sti�ness function proportional to

the coil current. If a sinusoidal function were assumed a priori, these derivations

would only be useful in giving an expression for the proportionality constant. These

works provide no experimental validation of their models, and little sense of how

well they match reality.

However, certain deviations from the sinusoidal model have been considered.

Magnetic saturation in the motor materials causes the amplitude of the sinusoid to

be a nonlinear function of coil current. This e�ect was shown to introduce a spa-

tially periodic open-loop positioning error at a fourth harmonic of the tooth pitch

distance in [36]. However, only qualitative e�ects on open-loop control were con-

sidered. Another important e�ect is the decrease in force capability with increasing

skew angle. In [74], a model of this e�ect is presented. Under some complicated

assumptions, an analytical model involving several nested transcendental functions

is derived. However, experimental results did not show this model to be any better

than a much simpler cosine dropo� function.

Another property of the actuator model is eddy current damping. Eddy currents

are induced in the platen surface whenever the magnetic ux traveling through

the surface is changed. This change occurs when the forcer moves, exerting ux
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through a di�erent area of the platen, or when the currents in the coils change,

exerting di�erent ux in one area of the platen. The currents act to resist the ux

changes, and are dissipated by resistive losses in the platen. The net e�ect of eddy

currents is that of a damping force. This e�ect is especially large in planar linear

motors because the normal method of constructing the stator out of laminations

to reduce eddy currents cannot be easily applied to the 2-dimensional platen. In

[36, 86, 31], engineering equations are used to compute an equation for the eddy-

current damping force as a function of velocity. With the assumption that the

ux changes are proportional to the motor velocity, these equations are linear with

respect to velocity.

Electrical dynamics may also be important. The motor coils typically have rela-

tively large inductances (which vary with position and current) of several mH. For

planar linear motors, pulse-width-modulation (PWM) current ampli�ers are used

to drive the coil currents. These ampli�ers operate by varying the duty cycle of a

high-frequency square wave voltage output. The PWM frequency should be chosen

much higher than the frequency of controller outputs sent to the ampli�er. The rail

voltage should also be chosen high enough to ensure that the e�ective current slew

rate is su�cient for the controller bandwidth. If these conditions are not met, de-

lays and nonlinear distortions of the commanded waveforms will introduce additional

dynamics and nonlinearities into high-frequency actuator outputs.

There are signi�cant thermal e�ects generated by the motor coils. For open-

loop operation, each pair of coils may generate 4-6 W of heat from resistive losses,

signi�cantly more from eddy current losses, and some commercialmotors are rated to

run at up to 110�C [18]. For precision assembly operations, the thermal deformations

of the platen may become important, since the platen sensor measures the forcer

position relative to local platen teeth. In [26], a �nite element model is used along

with the time history of forcer positions to compute platen displacements. Platen

deformations of nearly 60 �m were reported; the model was able to compensate to

under 12 �m. However, with closed-loop control, large currents are only used during

motions, for disturbance rejection, and possibly for generating large static forces. In

this case, platen expansion from heating should be much less a problem.

For the actuators and sensor, the sharp corners of the teeth eliminate the possi-

bility of analytic magnetic models. The 3-D geometry makes assuming an a priori

ux pattern or a �nite element model questionable. Furthermore, even if the initial
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Figure 3.2: Test system for static force measurements.

material properties are known, they may change during fabrication processes. Un-

modelable manufacturing imperfections such as bent teeth and pitch variations will

also a�ect the model.

Given the above di�culties, an empirical approach to modeling is used here. As

with the commutation experiments, the particular forcer used for the experiments

of this chapter is the normag0 motor, shown in Figure 1.10. As before, it does

not have an integrated platen sensor, as this work was performed before sensor

development was complete. Instead, a 2-DOF (translation and skew angle) high-

speed laser interferometer is used to supply partial position measurements for the

commutator.

This chapter is divided into two parts. In the following section, the static force

characteristics of the linear motors are examined, while Section 3.2 explores their

dynamic force characteristics.
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3.1 Static Force Characterization

In this section, the �delity of the �rst-order force model (2.1),

f = kAIA sin(�a) + kBIB cos(�a); (3.1)

with the coil currents reparameterized using (2.3)

IA = I cos( a) and IB = �I sin( a); (3.2)

is investigated for cases where the motor velocity is near zero. Manufacturing im-

perfections in the platen or motor may cause a mismatch between the k values or a

phase shift between the two transcendental terms, both causing force ripple, an un-

modeled spatial variation in the force output. Given the complexity of the magnetic

circuit, it is also not clear that the force will be a linear function of the coil currents.

Nonlinearities not only will cause force ripple, but will interfere with the linearization

of the force output, which is one of the main purposes of the commutator.

Note that the actuator force model is inuenced by both the forcer and the

platen. In particular, if the platen tooth geometry varies signi�cantly across a platen

or between platens, force output will be a�ected and a single actuator model will no

longer be su�cient. Here, platen variations are not explicitly considered. If platen

variations are signi�cant enough to a�ect performance, then multiple models (or

models that vary with the location on the platen) will be required.

Static force measurements are performed using a locked rotor test commonly

used in motor modeling. In this test, a constant set of currents is applied to the

motor coils. A load is applied to the motor through a load cell, allowing the force

to be recorded as the motor deects from its equilibrium position. The test system

is shown in Figure 3.2.

The locked rotor test is slightly more complicated for a planar motor because the

air bearing allows for completely unconstrained motion in the plane. A mechanical

constraint or rotation servo is required to keep the forcer from rotating. As a me-

chanical constraint would add friction forces and be di�cult to align, the y motors

of the forcer are used to regulate the skew angle to zero. A PID angle controller with

a �xed-amplitude commutator is used for skew angle regulation and passive sti�ness

in the (unsensed) y direction, as was the case for the phase advance experiments in

Chapter 2.
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Figure 3.3: Force versus position (�a), measured data (�) di�er from a sine function
(solid line) by a small error (dashed line). Here,  a = 0� and I = 2A.

3.1.1 Experimental setup

The experimental setup, shown in Figure 3.2, consists of a Normag forcer on a

Normag platen connected through a double universal joint linkage to an Entran

ELFTC500-20 load cell. The load cell is mounted on a 3-axis micrometer stage, with

the x translation controlled by a Newport model 850 automated micrometer. The

coupling between the forcer and load cell is intended to transmit only axial forces,

and to attach to the forcer as close to the platen surface as possible to minimize

out-of-plane torques that may tend to deect the air bearing. As there is signi�cant

compliance in this coupling, the Zygo two-axis high-speed interferometer is used to

monitor the true position and skew angle of the forcer.

For these tests, the current parameter inputs (I;  a) for the xmotors of the forcer

are set to �xed values. After setting these currents, there is a delay of 10 minutes

to minimize thermal expansions during data collection. Next, the micrometer is

commanded to move in short increments over a range of two pitch units. After the

micrometer settles to each commanded position, the load cell and interferometer
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Figure 3.4: Force ripple, showing the peak force capability of the forcer as a function
of input parameters  a and I.

are read and the values stored. The force generated by the forcer as a function of

position is shown in the force curve of Figure 3.3. This test is repeated with di�erent

values of parameters  a and I. The data collection procedure is fully automated,

allowing more data to be collected than would otherwise be feasible.

3.1.2 Experimental results

A total of 127 tests were completed to generate force curves for  a from 0� to 180�,

and for I from -2.0 A to 2.0 A. For each run, the micrometer was positioned every

25 �m along a 2032 �m (2 pitch) distance. The total data collection time was about

32 hours, taken over several days.

Figure 3.3 shows a typical force curve. Note that the sine function matches the

data points1 to within 1.5 N. Also note that, neglecting higher harmonics, it is only

the amplitude of the sine function which is useful, because the phase and period of

the sine function are determined by the tooth pitch and the phase �a. Thus, only

the peaks of the force curves are plotted for multiple runs on one diagram, as in

1The points are not evenly spaced due to compliance in the force linkage.
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Figure 3.5: Force linearity, showing peak force as a function of I, with  a=0. Mea-
sured values (+), and (3.3) �t to these data (solid line) with a0 = 22:91 N/A,
a1 = �3:57 N/A3, and m = 3.

Figure 3.4. This �gure shows the variation of the peak force of the forcer as the

parameters I and  a vary.

This plot shows signi�cant force ripple when the motor is commutated with (2.3),

exceeding 20% in places. If smoother force generation is desired, these data can be

used to correct the motor forces. One approach is to generate a lookup table that

gives an appropriate set of currents as a function of the phase angle and desired force,

as in [110]. However, this technique requires a complete set of force data to generate

the lookup table for each forcer. Based on visual inspection of the manufacturing

uniformity of the actuator teeth, it seems unlikely that a force model for an actuator

of one forcer would apply to an actuator in another forcer, so that this calibration is

required for every forcer. While three days of data collection to get these data once

is reasonable, it seems excessive to do this for each forcer that would be needed in

a typical planar motor-based assembly system.

Fortunately, we may be able to use a simpler technique. Plotting a vertical cross

section of the data for  a=0 produces Figure 3.5. This curve should be close to
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Figure 3.6: Peak force as a function of forcer skew angle, with I=2 A and  a1;2 = 0�

(solid line) or  a1;2 = 45� (dashed line).

linear if (2.1) is valid. However, there is signi�cant deviation from linearity due to

magnetic saturation. This nonlinear function is well modeled by a simple function

of the form2:

fc = a0Ic � a1I
m
c ; (3.3)

where Ic is the current applied to the motor coil, fc is the peak force generated by

the coil, m is a positive odd integer exponent, and a0 and a1 are positive parameters

that must be determined for each motor coil. The curve connecting the data points

in Figure 3.5 is generated by computing the a0 and a1 parameters based only on the

slope of the data at zero current and the magnitudes at maximum currents. In con-

trast to a 3D lookup table, the data needed to �t this curve can be taken in a manner

of minutes using a hand-held force gauge for a pull-out test to determine the peak

forces for only four values of I. Early results indicate that the magnetic saturation

e�ect accounts for slightly more than half of the force ripple. The remaining ripple

is probably due to higher order terms in the force curves. However, this technique

was not investigated further as a more powerful autonomous calibration technique

was developed, as discussed in the following chapter.

Force generated by the forcers is also dependent on the skew angle. As the forcer

rotates, the motor teeth begin to partially overlap multiple rows of platen teeth,

causing the peak force to decrease. To compensate for the motor skew angle, this

e�ect must be included in the force model. The misalignment of teeth will cause a

2Chai and Leenhouts[111] have used similar empirical functions to model the saturation in
rotary stepper motors.
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decrease in k with increasing angle magnitude, and the phases  a of the two motors

mounted on opposite sides of the forcer will shift in opposite directions as the angle

changes. Thus, (2.4) is replaced by

fgen = h(q�)kI sin(�a �  a): (3.4)

To examine the function h(q�), the locked rotor test is repeated, but now using

the y motors to servo the forcer skew angle to non-zero values. The data in Figure 3.6

show a force dropo� with increasing angle magnitude, as expected. Each plot also

shows an artifact from the uncompensated force ripple. Without the ripple, the

angle dependence is well modeled by a cosine function

h� = cos(k�q�): (3.5)

The forcer used for these experiments had an angle range of about �1:8� = 0:031 rad,

suggesting that the force drops to zero at those limits and k� = �=2

0:031
. The angle

range limit also coincides with the angle where the forcer teeth will overlap two rows

of platen teeth, suggesting that it may be possible to compute k� directly from the

tooth geometry as

k� =
�=2

sin(�=dwa)
; (3.6)

where dwa is the width of a forcer tooth (shown in Figure 1.8), and � is the tooth

pitch of the system. For the Normag forcer tooth width of 31 mm, k� =
�=2

0:033
, which

is within a few percent of the value computed above based on the angle at zero force

k� =
�=2
0:031

.

In work contemporaneous with that presented here, Ish-Shalom [74] derived a

model for the force output as a function of the skew angle by starting with the

geometry of the overlap between forcer and platen teeth,

h0� =
sin(� sin(q�)dwa=�)

� sin(q�)dwa=�
: (3.7)

For dwa >> �, this model will closely match (3.5) over the operating range of the

forcer, but it is more complicated and is not de�ned for q� = 0. However, this work

does provide additional evidence that the validity of (3.6) was not just a coincidence,

suggesting that the angle dependence of other models of forcers may be well modeled

given only dwa=�, with no force measurements required.
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3.2 Dynamic measurements

This section is concerned with the e�ect of motor velocity on force production.

There is an eddy current damping force caused by the large time-varying magnetic

�elds generated as the motor passes over the unlaminated steel platen surface. As

these forces act in opposition to the forcer velocity, they are often treated as a

mechanical damping e�ect [36]. There are other damping forces such as tether

drag and air resistance. These e�ects can all be treated as non-linear mechanical

damping forces as they will oppose the direction of motion, e�ectively decreasing

acceleration and increasing deceleration capabilities. Another class of e�ects, which

will be called rollo� e�ects, always oppose the commanded acceleration, reducing

both acceleration and deceleration capabilities. The main rollo� e�ect is the force

reduction resulting from a limited commutation rate discussed in Chapter 2. In

certain cases, ampli�er dynamics may also cause an additional rollo� e�ect. This

section presents an experimental technique to measure both the damping and rollo�

e�ects as a function of velocity.

Using the proper value for the phase advance parameter, the bang-bang acceler-

ation tests of Chapter 2 are repeated, again using the normag0 system. This time,

the interferometer position data are di�erenced twice to get an acceleration signal,

and �ltered to reduce the noise from force ripple and other sources. The motor

acceleration as a function of velocity for the two constant acceleration segments of

the motor trajectory can then be plotted. The upper traces in Figure 3.7 show

ten repeated runs as well as an average for the positive acceleration segment of the

trajectory. The lower traces show the same for the negative acceleration segment of

the trajectory.

To compute the damping force, note that by de�nition, fd will satisfy the relations

fd(v; fc) = fd(v;�fc); and (3.8)

fd(0; fc) = 0; (3.9)

where fc is the commanded force and v is the forcer velocity (in the actuator's

direction). The rollo� force fr will satisfy the relations

fr(v; fc) = �fr(v;�fc); and (3.10)

fr(0; fc) = 0: (3.11)
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Figure 3.7: Acceleration and damping forces versus velocity. The upper and lower
traces show acceleration vs. velocity. The middle trace shows the damping force.
The dashed straight line is the linear damping force determined experimentally from
an impulse response test. The vertical axes show both the acceleration and the
equivalent force required to produce the acceleration.
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Neglecting static force e�ects which will tend to be averaged out at high velocities,

the measured force fm will be given by

fm(v; fc) = fc + fd(v; fc) + fr(v; fc): (3.12)

If the force is measured twice at the same velocity but with opposite commanded

forces, the damping force can be computed by averaging the two measured forces

1

2
(fm(v; fc) + fm(v;�fc)) =

1

2
(fc + fd(v; fc) + fr(v; fc) (3.13)

� fc + fd(v; fc)� fr(v; fc))

= fd(v; fc):

The rollo� force can then be computed by subtracting the damping force at velocity

v from the measured force at that velocity and then further subtracting the measured

force at zero velocity

fm(v; fc)� fd(v; fc)� fm(0;�fc) = fc + fd(v; fc) + fr(v; fc)

�fd(v; fc)� fc (3.14)

= fr(v; fc):

Referring again to Figure 3.7, the damping force as a function of velocity is

computed by simply averaging the upper and lower curves. This computation gives

the acceleration change, which can be multiplied by the motor mass, 1.8 kg, to get

the damping force. This result is shown in the middle trace. In Figure 3.8 the rollo�

forces are shown for both the top and bottom traces in Figure 3.7. Note the curves

suggest a great degree of symmetry with respect to the signs of the forcer velocity

and acceleration direction.

Although these data are somewhat noisy, they suggest that the damping forces

are not linear, but level o� after a velocity of about 0.5 m/s. Nordquist and Smith

[31] use an alternate method for computing the damping forces. They assume the

motor can be modeled over small displacements from an equilibrium position as a

linear spring-mass-damper system. An impulse response test (tapping the forcer

with a rubber mallet in the direction of interest) is used to determine the damping

ratio of the system based on the motor mass and local sti�ness. Applying this

method to the Normag forcer gives a damping coe�cient, kv, of 37.2 N/m/s. The

resulting linear damping force curve from this damping coe�cient is shown plotted
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Figure 3.8: Acceleration rollo� versus velocity: the upper and lower plots show
acceleration rollo� for the upper and lower traces of Figure 3.7. response test. The
vertical axes show both the acceleration and the equivalent force required to produce
the acceleration.
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as a dashed line in Figure 3.7. It does not match the slope of our force computation

except possibly near the zero velocity zone. However, this estimate supports the

conclusion of a non-linear damping force, because if the dashed line is extended, it

implies drastic drops in the available acceleration, which are not observed in the

operation of the system.

Gjeltema [86], using a Normag motor, found the damping forces to be linear

with velocity. However, only the acceleration characteristics of the motor are ex-

amined. Without deceleration data, damping forces (which decrease the maximum

acceleration and increase the maximum deceleration) can not be distinguished from

ampli�er dynamics and commutation update rate e�ects (which decrease the maxi-

mum acceleration and deceleration).

3.2.1 Additional experiments

More recently, the experiments of this section were repeated using the normag2

system. While previous experiments using the interferometer were limited to slew

rates of 1 m/s, the platen sensor of this system allows for testing over a larger velocity

range. The ampli�ers have output �lters and internal dynamic compensation for the

load inductance that make the overall ampli�er dynamics more complicated for this

system. Bode plots of the ampli�er dynamics are shown in Figure 3.9. They were

measured with an HP 3562A dynamic signal analyzer, using the ampli�er current

reference as the input signal and the motor coil current, measured with a Tektronix

A6303 current probe, as the output signal. During the test, the forcer was holding a

nominal position in open-loop mode, but the position command was perturbed with

50 �m of white noise at 5 kHz. Note that the inductance of the motor coil does vary

with position for this type of actuator, but tests at di�erent positions produced only

modest changes in the resulting Bode plots. The normag2 system was intended for

a usable velocity range of 1 m/s, so only the frequencies below 1 kHz are of interest.

The phase plot is not well modeled by a line over this frequency range and the

ampli�er dynamics are not therefore well modeled by a delay, as with the Motion

Science ampli�ers of the normag0 system described in the previous section, which

have a set of dominant poles at 1400 Hz. Instead, the more complicated dynamics

of the Copley ampli�ers necessitate a function tamp of the form

tamp = k1jvj+ k2; (3.15)
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to model the output delay in seconds caused by the ampli�er assuming a forcer

velocity of v m/s. Note that the velocity v is related to the phase plot frequency,

famp expressed in Hz, by v = famp�, and the delay tamp is related to the phase

amplitude �amp by tamp = �amp=(360famp). The parameters k1 and k2 can then be

optimized so that the delay time tamp is compatible with the data from the phase

plot of Figure 3.9. For the normag2 system, a least-squares �t produced parameter

values k1 = 2:82 � 10�5 s2/m and k2 = 3:21 � 10�6 s. The ampli�er output delay

time tamp is then computed based on the estimated velocity in each direction and

added to the other delays in the real-time system. For the normag2 system, the

commutator is updated at 5 kHz, but the code is structured so that there is a one

cycle delay between sensor read and actuator command updates. In addition, there

are additional software computation delays, as depicted in Figure 3.10. The total

delay time td is given by

td =
3

2
T + tclock + tcomp + tamp � tint

2
; (3.16)

where T is the sample time of the commutator (typically 200 � s), tclock is measured

at every cycle by reading the microsecond resolution hardware clock (approximately

100 �s), tcomp is determined based on logged timing information and set to a �xed

value (22 �s), and tint is known based on the sensor �ltering circuit design [22]

(70 �s) The total delay time td is multiplied by the motor velocity to compute the

amount of phase advance.

The bang-bang acceleration tests of this section were repeated for the normag2

system. The acceleration traces and recovered damping forces are shown in Fig-

ure 3.11. These data indicate that the damping force is reasonably modeled as

linear. The nonlinear damping exhibited in Figure 3.7 contradicts these results.

What was observed in unrelated experiments was that the eddy-currents induced in

the platen will depend on the exact current waveforms in the actuator coils during

motions. Commutation at a di�erent frequency or even having di�erent PD gains

may a�ect the damping forces recovered by this method. The damping, which had

been assumed to be a physical property of the actuators, is actually a system prop-

erty, dependent on the ampli�ers, commutation scheme, and controller. In this case,

adaptive control techniques may be most appropriate for determining the dynamic

force characteristics of a particular system. Note that while the experimental results
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Figure 3.9: Ampli�er dynamics for normag2

of this and the previous section relating to damping forces may not be directly appli-

cable to other systems, the techniques presented for characterizing the dynamic force

output of the actuators are applicable and represent an improvement over techniques

described in the literature.

The recovered rollo� forces are shown in Figure 3.12, and show a signi�cant force

reduction. The measured rollo�, which should be symmetric with velocity is also

shown mirrored about the zero velocity axis to give an indication of the accuracy

of the measurement. Note that the relative vertical positions of the curves are

chosen arbitrarily such that the peak value for each curve corresponds to zero rollo�.

Part of this rollo� can be attributed to the �nite commutation rates, discussed in

Section 2.1. However, the size of this rollo� e�ect is larger than that predicted by

the phase advance rollo� e�ect of (2.6). The additional rollo� may be caused by

tether dynamics (recall that this test involves fast back and forth motions which

tend to whip the tether around) or unmodeled ampli�er dynamics (which will vary

somewhat based on the motor velocity and current commands).

The experimental results in this chapter are an important step in improving the

planar robot's understanding of its own operation. This understanding can allow

the robot to more precisely react to events and to better know what the result of

that reaction should be given a state of the environment. In this way the robot can



3.2. DYNAMIC MEASUREMENTS 57

Figure 3.10: Input/output timing diagram for phase advance computation
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Figure 3.11: Acceleration and damping forces versus velocity for normag2 system.
The vertical axes show both the acceleration and the equivalent force required to
produce the acceleration.

gain information about its environment not just through its sensors but also through

its actuators. In manipulation tasks, sensing can often be expensive or di�cult to

integrate, whereas models are essentially free, once developed. The low-DOF nature

of the planar robot allows a detailed examination of the actuator models because

models of the link, drivetrain, kinematics, and dynamics are trivial or unnecessary.
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Figure 3.12: Acceleration rollo� versus velocity for normag2 system. Expected
rollo� is computed using (2.6). The vertical axes show both the acceleration and
the equivalent force required to produce the acceleration.



Chapter 4

Autonomous calibration

The measurements of the previous chapter can be used to construct detailed models

for the force output of the linear motor actuators. These models would then be used

in the commutator or controller to allow for more accurate force output. However,

the models will vary based on the particular platen and forcer used in a system.

If di�erent vendors supplied the platens and forcers or if they were purchased at

di�erent times, the end user would have to perform these measurements. While

this measurement procedure was reasonable for research into the structure of the

actuator force output, the need for an actuated load cell and the length of testing

required makes it impractical for use outside a research lab.

Although not detailed in this document, an error model for the platen sensor

output was similarly characterized, using a two-axis high-speed laser interferometer

as a reference measurement [22]. This test required the careful alignment of a series

of optics and it is unreasonable to expect every user to have such an expensive piece

of metrology equipment. Once again, while it is possible to get an idea of the sensor

error model in the laboratory, the exact measurements will only be valid for the one

particular sensor and platen used for the experiments.

However, these measurements can be used to inform the development of para-

metric models for the planar motor actuators and sensors. The hope is that the

parameters of the model would be able to encode manufacturing variations between

forcers or platens, while the structure of the model would represent the common

characteristics of their nominal design. The modeling problem is then reduced to a

parameter identi�cation problem.

60
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Fortunately, it has been shown that external measuring devices are not always

necessary to accomplish such parameter identi�cation tasks. In one example, iden-

ti�cation of the kinematic parameters of redundant manipulator systems was per-

formed by recording the joint angles during self-motions with the end-e�ector �xed

in the workspace [98]. This technique was also used for the calibration of paral-

lel mechanisms with redundant sensing [112]. Similarly, two 6-DOF force sensors

pressing against each other in di�erent con�gurations have been shown to provide

su�cient information to enable their calibration [99]. The lesson to be taken from

these works is that redundant systems can permit autonomous calibration. In this

chapter, these techniques are applied to the calibration of the sensors and actuators

of the planar robot and their suitability as a technique for on-site calibration of the

planar robot is demonstrated.

The planar robot has three DOFs (translation and rotation in the plane of the

platen). The robot's platen sensor has four position sensing elements and the forcer

has four linear actuators, yielding one redundancy in both sensing and actuation.

As will be made more clear in the sections following, the sensor redundancy provides

a constraint equation that can be used to form an objective function for calibration,

while the actuator redundancy allows internal forces to be generated such that the

full output range of the actuators can be calibrated without requiring an external

force sensor.

The remainder of this chapter presents the application of autonomous calibra-

tion strategies to both the sensors and actuators of the planar robot. An important

question this chapter seeks to answer is whether autonomous calibration methods

are appropriate for the particular model structures of the planar robot sensors and

actuators. Well-known mathematical techniques are used to investigate whether the

model parameters can be identi�ed by the particular calibration procedure. While

these methods can detect a number of de�ciencies, they are insensitive to certain

model defects and violations of assumptions. These defects are best detected through

the use of an independent external sensor, and thus comparisons against an inde-

pendent sensor are included.

The following section presents autonomous calibration of the platen sensor using

a linear constraint equation. In Section 4.2, the platen sensor error model is ex-

tended to include additional e�ects and nonlinear constraint equations are derived
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to simultaneously calibrate the platen sensor parameters and the mounting param-

eters of the auxiliary coordination sensor. In Section 4.3, autonomous calibration of

the actuator force outputs is presented. Finally, Section 4.4 presents details on the

real-time implementation of the calibrated models.

4.1 Platen sensor autonomous calibration

4.1.1 Formulation

The platen sensor, mounted on the underside of the forcer, measures the location

of forcer relative to the stationary platen teeth. Ideally, its quadrature decoding

produces a perfect measure of the sensor's spatial phase. However, similar to the

torque ripple of salient tooth actuators, the sensor will have spatial inaccuracies

periodic in the tooth pitch. These inaccuracies will act as position-dependent dis-

turbances that can lead to steady state errors and induce limit cycling in controllers

with integral action. It is important to reduce these errors as much as possible. The

sensor also relies on the locations of the platen teeth to determine motions beyond

a single tooth pitch. There may be both local and global errors in the platen teeth

locations. Individual teeth may be malformed or bent, and the tooth pitch may

vary gradually over areas of the platen. Calibration of the hundreds of thousands

of teeth on a typically sized platen is not practical, so individual defective teeth are

not considered here. Global tooth deviations are also not considered, as the platen

teeth will usually serve as the global position reference for the system.

This section describes a method for the autonomous calibration of the ripple

errors of the platen sensor. Prior work [22] used a highly-precise laser interferometer

to calibrate the platen sensor error. A 16th order polynomial was used as an error

model of the sensor, and captured roughly half of the error of the sensor. The

remaining error was from variations in the platen tooth geometry, which had been

assumed to be uniform. A spectral analysis of the uncalibrated sensor error indicated

that most of the sensor inaccuracies were at the �rst, second, fourth, and sixth

harmonics of the tooth pitch. This observation suggested the use of a four frequency

Fourier model,

ei := ki;0 +
X

j=1:::4

ki;2j�1 sin(�j!��ps;i) + ki;2j cos(�j!��ps;i); (4.1)
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Figure 4.1: Platen sensor detail from normag2 system

where �ps;i is the uncalibrated output of the ith sensor, !� := 2�=�, � is the pitch

of the sensor teeth (1.016 mm for all devices in this document), and the harmonics

used are � = [1 2 4 6]T . This model assumes the error is small enough that �ps;i is a

reasonable substitute for the actual positions ps;i (i.e. cos(�j!��ps) � cos(�j!�ps) and

sin(�j!��ps) � sin(�j!�ps) for �j 2 f1; 2; 4; 6g). E�ects of the forcer angle, q�, on

the output (beyond changing the positions of the segments) are similarly neglected.

As a result of these assumptions, the error, ei, is linearly related to the parameter

vector ki := [ki;0; : : : ; ki;8]
T and can be written as

ei =

2
66666666666666666666664

1

sin(1!��ps;i)

cos(1!��ps;i)

sin(2!��ps;i)

cos(2!��ps;i)

sin(4!��ps;i)

cos(4!��ps;i)

sin(6!��ps;i)

cos(6!��ps;i)

3
77777777777777777777775

T

2
66666664

ki;0

ki;1
...

ki;8

3
77777775

(4.2)

=: �Ti ki; (4.3)

where �i is used to collect the sine and cosine terms. Note that all elements in ki

have units of distance and will have similar magnitudes.
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Neglecting noise and unmodeled e�ects, the calibrated sensor output can be

written as p̂s;i := �ps;i + ei: The sensor segment pair in either cardinal direction can

then be used to independently compute the angle of the forcer:

q̂�;x :=
p̂s;1 � p̂s;3

ds
and q̂�;y :=

p̂s;2 � p̂s;4

ds
; (4.4)

where ds is the distance between sensors, as shown in Figure 1.8. In normal oper-

ation, the angles in (4.4) are averaged to reduce measurement noise, but here the

redundancy is used to form a constraint equation,

gp = (q̂�;x � q̂�;y)ds

= (p̂s;1 � p̂s;3)� (p̂s;2 � p̂s;4):
(4.5)

Note that the p̂s;i terms are functions of the model parameters ki. By adjusting the

values of the parameters, it is possible to reduce the size of gp, which would be zero

for a perfectly calibrated sensor with no measurement noise.

Given a set of M observations, �pjs;i, indexed by j 2 f1; : : : ;Mg, we construct the
overall cost

PM
j=1(g

j
p)

2 and �nd the set of parameters, ki, which minimize it. Here,

the constraint is linear in the parameters and a closed-form solution exists. De�ning

the constraint error for a single observation as

�gpj := (�pjs;1 � �pjs;3)� (�pjs;2 � �pjs;4) (4.6)

we can rewrite (4.5) as gjp = �gjp + (ej1 � ej3) � (ej2 � ej4). Making explicit the linear

dependence of (4.1) on ki yields

gjp = �gjp +
X
i

(�ji )
Tki = �gjp + �jk; (4.7)

where �j collect the �ji into a single matrix and k collect the ki into a single vector,

\stacking" them from each i sensor segment model. This form directly admits a

linear least squares solution. Collecting the data over the index j leads to Gp =

�Gp + �k, with Gp := [gp1; : : : ; gpM ]
T , �Gp := [�gp1; : : : ; �gpM ]

T , and � := [�1; : : : ;�M ]
T .

The optimal parameter estimate is then given by

k̂ = �y �Gp; (4.8)

where �y is the Moore-Penrose pseudo-inverse of �.

The singular values of � give an indication of the identi�ability of the parameter

vector k. Any zero singular values indicate that the parameter vector can be varied
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along certain directions without having any e�ect on the cost function. Obviously,

in this case there will not be a unique solution for (4.8) and the parameters cannot

be uniquely determined. In practice, the singular values will be small but not zero,

and the singular values must be compared against each other to see if any are near

enough to zero to indicate an identi�ability problem. The condition number (ratio

of largest to smallest singular value) can be used to characterize the identi�ability

of the parameter vector. A condition number of less than 100 for the column-scaled

matrix � is considered a requirement for reliable identi�cation [113]. Column scaling

of � prior to computing its condition number is required when the parameters have

vastly di�erent magnitudes. This scaling is not important for the sensor calibration

of this section, as the model parameters in (4.1) all have units of distance and can

be expected to have similar magnitudes.

The size of the residual vector r := �k� �Gp indicates the combined e�ect of input

noise, measurement noise, and unmodeled parameters. Computing the residual for

nominal and calibrated values of k indicates how much improvement is gained by

performing the calibration. Residuals can be computed using the calibration data

set or a separate test data set to check that over�tting is not occurring.

Another veri�cation technique [113, 114, 115] is to examine the covariance matrix,

given by (�T�)�1. The square-roots of the diagonal elements of this matrix give

uncertainties, �i, of the parameter estimates resulting from (4.8). Scaling can be used

to examine how the uncertainties in the parameter estimates a�ect the accuracy of

the recovered sensor models. Scaled sensitivity values �0i for each parameter estimate

k̂i can be computed as �0i = �i=��ki using the mean scaling values [113]

��ki =
�

mean(j�ij) ; (4.9)

where � is a rough guess for the residual error level after the calibration (chosen here

as 1 �m roughly corresponding to the noise level of the sensors). The sensitivity

values �0i indicate how the uncertainty in the calibrated estimate of parameter ki

a�ects the residual error level after calibration. In cases where the condition number

of � is large, parameters with large sensitivity values are candidates for elimination

from the model [113, 114].

The most de�nitive, though often the most di�cult, technique for calibration

veri�cation is to use an independent external sensor to measure the sensor errors



66 CHAPTER 4. AUTONOMOUS CALIBRATION

before and after calibration. The whole point of autonomous calibration is to elim-

inate such sensors, but during development of an autonomous calibration strategy,

an external sensor is necessary to con�rm the mathematical results of the calibra-

tion. In the following section, experiments using a laser interferometer are included

to validate and characterize the e�cacy of the autonomous calibration technique.

4.1.2 Experiments

Using an open-loop controller, the normag1 forcer was moved to a series of uniformly

distributed random q positions over a range of 0 < fqx; qyg < 10� and �0:5� < q� <

0:5�. Data collection was complete within 6 minutes, as the high bandwidth and

simultaneous sampling of the sensor allowed for fast motions with no delays for

settling. The output of the data collection routine consisted of a vector of platen

sensor outputs for each of 1000 forcer positions.

Using this dataset, � and �Gp were constructed from �ps using the method described

in Sec. 4.1.1. To con�rm the identi�ability of k, the condition number1 of � was

computed and found to be 7.7, suggesting that the parameters were su�ciently

excited by the data, and that there are no structural redundancies between the

parameters. This result may be somewhat surprising as there doesn't appear to be

a position reference anywhere in the calibration equations, and yet there is not an

arbitrary scale factor for the parameters. It is important to note that this calibration

only seeks to compensate for the ripple nonlinearities of the sensor and not the

overall scale factor. The parameters k of the model are in units of distance, with

the assumption that the tooth pitch is 1.016 mm, so that in fact the tooth pitch is

being used as the position reference for the sensor ripple errors.

The sensitivity values �0i were computed as described above to examine how

the parameter estimates a�ect the accuracy of the �t. The sensitivities fell in the

range 0.03 to 0.1, with the largest values corresponding to the parameters associated

with the �rst harmonic terms ( ki;1 sin(1!��ps;i), and ki;2 cos(1!��ps;i)). These terms

probably have the worst sensitivity because rotations of the forcer during collection

are needed to cause the x or y sensor pairs to have di�erent relative positions. The

rotation range for the forcer of �0:5� during the calibration data collection produces

1As the arbitrary o�set parameters ki;0 cannot be individually identi�ed, the condition number
computation considered only their sum.
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a relative motion between the sensors of only 0.17 mm, so it is not surprising that

the �rst harmonic terms, which require relative motions closer to the pitch size

of 1:016 mm to be fully excited, will be less well identi�ed. However, it is also

important to keep the skew angles small because the error model (4.1) was designed

for small rotations and will be less accurate at higher rotation angles. Although

further experiments could explore this tradeo� in more detail, the condition number

and sensitivity results suggest that all the parameters are reasonably well-identi�ed

even with the relatively small rotation range chosen here.

The impact of the remaining unmodeled e�ects was computed by evaluating the

residual error, r := �k � �Gp. Using the identi�ed parameters, the residual2 was

4:1 �m, signi�cantly smaller than the 29:3 �m residual using a zero vector for k, but

still higher than the sub-micron resolution of the sensor.

To examine the generality of k, the robot was commanded to move a distance

of 40 mm passing through the calibration area. For this y-by test, the residual

decreased from 12:1 �m to 5:5 �m with calibration, indicating that k was also valid

over this dataset. To provide an independent veri�cation and better characterize

the performance of the autonomous calibration, retroreectors were mounted on the

forcer, allowing a laser interferometer to precisely measure two axes. The 40 mm y-

by test was repeated, and the translation along the direction of motion and rotation

in the plane were sampled by both the interferometer and platen sensor. Using

the interferometer measurements as ground-truth, the sensor translation errors are

shown in Figure 4.2 and the errors for each of the sensor angle measurements are

shown in Figure 4.3. The position error decreased from 8:9 �m to 6:5 �m with

calibration. The error of q�;x stayed about the same at 0.4 mrad, while the error of

q�;y decreased from 1.2 mrad to 0.4 mrad with calibration.

Although the autonomous calibration does yield a nominal improvement in po-

sition error and an improvement in the q�;y angle error by a factor of 3, there is a

signi�cant systematic error in q�;x that does not decrease. For this test, the robot

moved along the y direction, nominally leaving �xed the outputs of the sensors that

measure motion in the x direction and are used to compute q�;x. Errors in q�;x are

therefore best explained as an unmodeled dependence of the output on lateral po-

sition. The lateral direction here is de�ned as the direction perpendicular to the

2Standard deviations are used to characterize the size of residual and error vectors in this
chapter, unless otherwise noted.



68 CHAPTER 4. AUTONOMOUS CALIBRATION

−10 −8 −6 −4 −2 0 2 4 6 8 10

−10

0

10

po
si

tio
n 

er
ro

r 
[µ

m
]

position [mm]

uncalibrated
calibrated  

Figure 4.2: Position error in direction of motion during motion through platen sensor
calibration region (indicated by dashed lines).
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Figure 4.3: Angle error during motion through platen sensor calibration region.

direction that a sensor segment is designed to sense. As these lateral dependencies

are roughly the same size as the residual errors and are unmodeled by (4.1), they

are likely to be limiting further error reduction. However, the structure of the con-

straint equation (4.5) makes it di�cult to distinguish lateral dependencies of one

sensor segment pair from translational e�ects of the perpendicular sensor segment

pair.
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4.2 Dual sensor autonomous calibration

4.2.1 Formulation

In hopes of identifying the lateral e�ects that appear to cause trouble with the au-

tonomous platen sensor calibration, the auxiliary coordination sensor can be used

to provide additional constraints. This sensor, as introduced in Section 1.4.2, is an

upward-facing lensed lateral e�ect photo-diode. Its primary purpose is for micron-

precision localization of LED beacons attached to overhead devices. If one of the

beacons has a �xed position, it can also be used to provide additional sensor calibra-

tion information. However, the precise mounting position and other parameters of

the coordination sensor are not known. In this section, the autonomous calibration

method is applied to the calibration of both the coordination sensor and an extended

model of the platen sensor.

To model the lateral motion e�ects, the platen sensor models (4.1) are augmented

with additional parameters designed to model the �rst harmonic of the lateral motion

of the sensor

e01 = e1 + k1;9 sin(!�(�qy � dso�q�)) + k1;10 cos(!�(�qy � dso�q�))

e02 = e2 + k2;9 sin(!�(�qx + dso�q�)) + k2;10 cos(!�(�qx + dso�q�))

e03 = e3 + k3;9 sin(!�(�qy + dso�q�)) + k3;10 cos(!�(�qy + dso�q�))

e04 = e4 + k4;9 sin(!�(�qx � dso�q�)) + k4;10 cos(!�(�qx � dso�q�));

(4.10)

where �qx = (�pa;1+ �pa;3)=2 and �qy = (�pa;2+ �pa;4)=2 are the average of the uncalibrated

sensor readings along each axis, and �q� is the average of the uncalibrated angle mea-

surements computed as in (4.4). The error of each sensor segment is now dependent

on the measurements of the other segments.

Although the coordination sensor requires internal calibration to compensate for

electronic gains, mounting inaccuracies, optical distortions, and PSD nonlinearities,

we assume for now that these e�ects have been calibrated3 so that it outputs a

perfect measurement of the angles to the LED beacon ( x and  y). Assuming a

stationary beacon, the motion of the sensor is given by

cx = h tan( x) and cy = h tan( y): (4.11)

3In practice these parameters would be identi�ed prior to integration with the forcer.
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As the coordination sensor supplies two additional measurements, two more con-

straint equations can be derived. A physically meaningful constraint is to equate

the displacements of coordination sensor (cx, cy) with that of the platen sensor (qx,

qy) "
gx

gy

#
= �

"
q̂x

q̂y

#
+

"
cos(q̂�) � sin(q̂�)

sin(q̂�) cos(q̂�)

# "
dcx + cx

dcy + cy

#
+

"
ox

oy

#
; (4.12)

where cx; cy are relative to coordinate frame C shown in Figure 1.16, which has a

stationary origin under the LED beacon but rotates about the cz axis to match any

rotations q� of the forcer. The platen sensor positions q̂x;y are relative to stationary

coordinate frame P , and are simply the average of the two platen sensor measure-

ments in each direction. Parameters dcx and dcy are the physical o�sets between the

centers of the two sensors as measured on the body of the forcer, while o�sets ox

and oy account for the arbitrary zero position of the platen sensor relative to the

beacon. The angle of the forcer, q̂�; is the average of q̂�;x and q̂�;y in (4.4).

These constraint equations contain �ve new parameters to be identi�ed (h, dcx,

dcy, ox, oy), in addition to the platen sensor parameter vectors (k1, k2, k3, k4). The

three constraint equations gx and gy (above) and gp, (4.5), serve as error vectors that

must be combined for minimization. Note that they all have units of distance, but

the noise levels of these constraints are signi�cantly di�erent. To see this di�erence,

�rst assume that the platen sensor position measurements and coordination sensor

position measurements have normal distributions with standard deviation �s. Then

the angle measurements, computed using q� = (ps1� ps3+ ps2� ps4)=(2ds) will have
standard deviation of �� =

q
4(
p
2�s=2)2=ds =

p
2�s=ds. The sensor noise levels

can be similarly mapped thru the constraint equations to estimate their standard

deviations

�gx �
r
2�2

s + (
p
2

ds
dcy�s)2 � 1:4�s

�gy �
r
2�2

s + (
p
2

ds
dcx�s)2 � 14:2�s

�gp �
q
2�2

s � 1:4�s;

(4.13)

where �gx;y;p are the standard deviations of the respective constraint equations, dcx

is assumed to be near zero, and ds=dcy is assumed to be about 10. Therefore, con-

straint equation gy will be inherently about 10 times noisier than the other constraint

equations, suggesting that the overall error vector g should include scaling of the

constraints, chosen here as g := [gTx gTy =10 gTp ]
T .
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Note that g is a non-linear function of the parameters and an iterative procedure

must be used to �nd the best parameter estimate. The Levenberg-Marquardt algo-

rithm [115], widely used for non-linear least-squares minimization problems, is used

here. It combines gradient-descent and inverse-Hessian4 approaches. At each step,

the Jacobian, J := @g=@k, is evaluated and used to compute the next update to the

parameter vector. Column-scaling of J is important here, as the model parameters

have varying magnitudes. Scaling is performed based on the extreme scaling values

[113] given by

�ki =
�

maxj

0
@
s�

@g
j
x

@ki

�2

+
�

@g
j
y

10@ki

�2
+
�
@g

j
p

@ki

�21A
; (4.14)

where � is a guess which roughly indicates the expected error level of the calibration,

chosen here at 1 �m. The scaled Jacobian, J 0, is then given by J 0 = JH, with

H = diag(�k1; : : : ; �kM ). The covariance matrix in this case is computed using the

unscaled Jacobian matrix as (JTJ)�1. The roots of its diagonal elements �i are

scaled based on the mean scaling values [113]

��ki =
�

meanj

0
@
s�

@g
j
x

@ki

�2
+
�

@g
j
y

10@ki

�2

+
�
@g

j
p

@ki

�2
1
A
; (4.15)

to get the scaled sensitivity values �0i = �i=��ki .

4.2.2 Experiments

The normag1 robot was positioned so that the coordination sensor was directly

under an LED beacon and was moved to a series of uniformly distributed random

q positions over a range of 0 < fqx; qyg < 2� and �1:5� < q� < 1:5�. In this case,

the forcer was designed to rotate about the approximate center of the coordination

sensor in order to minimize the e�ects of coordination sensor nonlinearities. The

output of this data collection process consisted of a vector of platen sensor outputs,

�q, and coordination sensor outputs, ( x;  y), for each of 1000 forcer positions.

To provide a good initial parameter vector, the platen sensor autonomous cali-

bration results were used to initialize the basic set of platen sensor parameters, while

4The Hessian is the matrix of second derivatives of the cost function with respect to the model
parameters.
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Figure 4.4: Position error in direction of motion during motion through dual sensor
calibration region.
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Figure 4.5: Angle error during motion through dual sensor calibration region.
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the coordination sensor parameters (ox, oy, lx, ly, h) were initialized by minimizing a

partial error vector gxy = [gTx gTy =10]
T with the platen parameters �xed. With these

initial parameter estimates, the complete error vector g was minimized over the

full set of parameters, including the lateral e�ect terms (ki;9; ki;10). The Levenberg-

Marquardt routine converged within 10 iterations. The condition number of J 0 was

3.6 at the �nal parameter estimate. For comparison, the unscaled Jacobian had a

condition number of over 2000, demonstrating the bene�ts of column scaling.

The residuals of the three constraints (gx, gy, gp) were computed at the initial

(separate calibration of the coordination sensor and platen sensor parameters) and

�nal (combined calibration of all parameters) parameter vectors, with values (4.8,

34, 4.2) �m and (4.6, 29, 4.2) �m, respectively. The small di�erence suggests that

the addition of the lateral e�ect parameters for the platen sensor did not have a

large e�ect. To test the calibration over a di�erent dataset, residuals for the three

constraints were measured using the calibrated sensor outputs for an 8 mm yby

through the calibration area, shown in Figure 4.6. The errors in gy and, to a lesser

extent, gp vary systematically with tooth pitch, indicating unmodeled platen sensor

errors. However, the gx and gy errors vary gradually over multiple pitches, suggesting

unmodeled coordination sensor e�ects.

The scaled sensitivity values �0i were computed and all had values between 0.025

and 0.05. Although the larger values corresponded to the �rst harmonic terms

(ki;1 sin(1!��ps;i), ki;2 cos(1!��ps;i), ki;9 sin(!�(�qy�dso�q�)), and k1;10 cos(!�(�qy�dso�q�)))
from (4.1) and (4.10), there was not a pronounced di�erence between the sensitivities

of any of the parameters.
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The laser interferometer was again sampled to provide an independent veri�-

cation for a y-by of 8 mm, while simultaneously sampling the platen sensor and

coordination sensor outputs. The platen sensor position error (using the interfer-

ometer as ground truth) decreased from 7.3 �m uncalibrated to 4.4 �m using the

initial parameters from the separate calibrations to 3.6 �m for the �nal calibration.

The error of q�;y (using the moving sensor segment pair) decreased from 1.4 mrad

uncalibrated to 0.40 mrad for the separate calibration, and stayed at 0.40 mrad for

the combined calibration. The error of q�;x (using the nominally stationary sensor

segment pair), which was expected to decrease when adding the lateral platen sensor

parameters, remained small but increased from 0.13 mrad uncalibrated to 0.16 mrad

for the separate calibration to 0.19 mrad for the combined calibration. In addition,

the identi�ed values of the ki;9; ki;10 parameters were all under 2 �m, which were

smaller than the lateral e�ects seen in previous data, strongly suggesting that these

less signi�cant parameters are not being properly identi�ed.

The calibration appears to be limited by unmodeled nonlinearities in the coor-

dination sensor. Although the experiments were designed to keep the coordination

sensor angles small, it was necessary to move several pitches for identi�ability rea-

sons, and even this small motion seems to have produced errors of several microns,

as shown in the gx error in Figure 4.6. Although promising for cases where the

coordination sensor is available, this combined calibration technique was not used

to avoid the need for calibration of the internal parameters (lens distortion, optical

axis, etc.) of the coordination sensor.

Instead, the platen sensor is calibrated using the technique of Section 4.1. These

experiments demonstrated an improvement in accuracy to a level of 6 �m in trans-

lation and 0:4 mrad in rotation, a level of accuracy comparable to results of an

interferometer-based calibration [22]. However, these values are signi�cantly higher

than the 0:2 �m sensor resolutions. Two e�ects are limiting further accuracy im-

provements. First, the actuator and platen teeth are assumed to be uniform, but

the prototype systems actually have signi�cant manufacturing deviations, as shown

in Figure 1.12. To determine a lower bound on the accuracies that can be expected

from the calibration, the forcer was moved slowly over a distance of seven teeth while

its position was recorded by both the platen sensor and interferometer. The errors

between the two position signals were used to create a lookup table that mapped

the raw sensor phase angle to an error correction value, averaged over the seven
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teeth. If the teeth were identical, applying this error correction to the original sen-

sor measurements should have produced the interferometermeasurements. However,

there were variations of 1:9�m, suggesting that even over a small area of the platen,

tooth variation is signi�cant enough to produce accuracy errors an order of magni-

tude larger than the sensor noise level. Further accuracy improvements require a

global model of the platen or more uniform platens, such as the prototype shown in

Figure 1.13.

However, the platen sensor autonomous calibration of Section 4.1.2 appears to

give su�cient accuracy. Since the time that the experiments of this chapter were

completed, the normag2 planar motor was out�tted with an integrated platen sensor.

Before calibration, the sensor accuracy was poor enough that closed-loop control was

too fragile to be usable. After calibration, it performed qualitatively as well as the

normag1 system. Although the calibration of the second systemwas not veri�ed with

the interferometer, the improved behavior does provide at least anecdotal evidence

that the autonomous calibration technique is su�cient for calibration of the platen

sensor and that the model for the sensor is appropriate in that the parameter values

encapsulate most of the variation between two instantiations of the CMU sensor.

4.3 Actuator autonomous calibration

The salient-tooth stepping motor design of the actuators makes it impossible to

derive analytic models for the resulting force output. Using simple �rst-order models

results in signi�cant force ripple (variation with position) and in certain cases, rollo�

at higher force commands due to magnetic saturation. The autonomous calibration

presented below seeks to model these e�ects. The main reasons for going to this

trouble are to decrease the size of disturbances that must be rejected by the controller

and to improve open-loop (i.e. without extrinsic force sensing) force generation for

force control applications. It should be noted the calibration technique assumes a

calibrated 3-DOF platen sensor. A simple external wrench is assumed to be acting

on the forcer (the zero wrench or a constant wrench to account for a constant tether

disturbance) and Newton's First Law provides the constraint equations. Note that

the actuator redundancy does not provide a constraint equation, but rather allows

the actuators to push against each other so that they can have large force outputs

without having any net wrench on the forcer body. This feature of redundancy
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allows the calibration of the full output range of the actuators, rather than just the

zero-current detent forces.

4.3.1 Formulation

In the measurements presented in Section 3.1, a load-cell was used to measure the

force outputs of the normag0 system. Force ripple, saturation, detent forces, and

angle dependencies were apparent from the data. A reasonable model for a single

actuator that includes these e�ects is given by

fi := cos(k�q�)f (ki;1Ii + ki;2I
3
i )( 1 + ki;3 sin(!�pai) + ki;4 cos(!�pai)

+ ki;5 sin(2!�pai) + ki;6 cos(2!�pai)

+ ki;7 sin(4!�pai) + ki;8 cos(4!�pai) )

+ ki;9 sin(!�pai) + ki;10 cos(!�pai)

+ ki;11 sin(2!�pai) + ki;12 cos(2!�pai)

+ ki;13 sin(4!�pai) + ki;14 cos(4!�pai) g

(4.16)

where fi is the output of the ith actuator, !� := 2�=�, � is the pitch of the actuator

teeth (1.016 mm for all devices in this document), and k� is computed a priori

using (3.6) with dwa = 31:0 mm. The �rst term, cos(k�q�), represents the force

dependence on skew angle from (3.5). The next few terms, ki;1Ii + ki;2I
3
i , model

the force as a function of current, as was shown in Figure 3.5, and match the form

of (3.3). The next set of terms, (1 + ki;3 sin(!�pai) + ki;4 cos(!�pai)ki;5 sin(2!�pai) +

ki;6 cos(2!�pai)ki;7 sin(4!�pai)+ki;8 cos(4!�pai)), model the force ripple using Fourier-

type terms with the harmonics observed in Figure 3.4. The remaining six terms are

used to model the zero-current force ripple, using the same Fourier-type harmonic

terms. The model assumes that the positions of the actuators, pai , are known,

which requires a calibrated platen sensor so that the locations of the actuators can

be computed. Note that this model is bilinear in the parameters, ki;1 : : : ki;14.
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However, if the current range is limited such that the linear term ki;1Ii dominates5

the non-linear term ki;2I
3
i , then the following linear model can instead be used

fi := cos(k�q�)fIi(ki;1 + ki;2 sin(!�pai) + ki;3 cos(!�pai)

+ ki;4 sin(2!�pai) + ki;5 cos(2!�pai)

+ ki;6 sin(4!�pai) + ki;7 cos(4!�pai))

+ ki;8 sin(!�pai) + ki;9 cos(!�pai)

+ ki;10 sin(2!�pai) + ki;11 cos(2!�pai)

+ ki;12 sin(4!�pai) + ki;13 cos(4!�pai)g:

(4.17)

It can be rewritten in linear form

fi =

2
666666666666666666666666666666666664

Ii cos(k�q�)

sin(!�pai)Ii cos(k�q�)

cos(!�pai)Ii cos(k�q�)

sin(2!�pai)Ii cos(k�q�)

cos(2!�pai)Ii cos(k�q�)

sin(4!�pai)Ii cos(k�q�)

cos(4!�pai)Ii cos(k�q�)

sin(!�pai) cos(k�q�)

cos(!�pai) cos(k�q�)

sin(2!�pai) cos(k�q�)

cos(2!�pai) cos(k�q�)

sin(4!�pai) cos(k�q�)

cos(4!�pai) cos(k�q�)

3
777777777777777777777777777777777775

T

2
66666666664

ki;1

ki;2
...

ki;12

ki;13

3
77777777775

=: iki

(4.18)

Assuming there is a constant, but unknown, external wrench we = [fe;x fe;y �e]T

acting on the robot6, there will be a constraint equation for each axis

gfx := 0 = f1 + f2 + fe;x

gfy := 0 = f3 + f4 + fe;y

g� := 0 = f1 � f2 + f3 � f4 +
2�e
da
;

(4.19)

5Note that ki;1 and ki;2 will be in units of N/A and N/A3, respectively and will have dramatically
di�erent values.

6This wrench is to account for a bias from the tether disturbance, which is assumed to not
change much over the small robot motions during data collection.



78 CHAPTER 4. AUTONOMOUS CALIBRATION

where da is the distance between actuators, as shown in Figure 1.8, and the output

force directions are assigned as shown in Figure 4.7. For each observation j, these

constraint equations can be combined to give

�jk :=

2
6664
�jfx

�jfy

�j�

3
7775 k :=

2
6664

j
1 

j
2 0 0 1 0 0

0 0 
j
3 

j
4 0 1 0


j
1 �j2 

j
3 �j4 0 0 1

3
7775

2
66666666666666664

k1

k2

k3

k4

fe;x

fe;y
2�e
da

3
77777777777777775

= 0:

(4.20)

In this case, the noise of each constraint in (4.19) from the actuator force outputs

will not have large enough di�erences in magnitudes to necessitate scaling of the

constraints. In addition, the amount of variation in the external wrench, [fe;x, fe;y,

�e]T , is not known and likely dominates the other noise sources.

Given a set ofM observations, (pjai ; I
j
i ), indexed by j 2 f1; : : : ;Mg, we construct

the overall cost
PM

j=1(�
jk)2 and �nd the parameter estimate, k, which best minimizes

it. Here, the constraint is linear in the parameters and a closed-form solution exists.

The parameter vector k can be found by collecting the data over index j and solving

0 =

2
6664
�fx

�fy

��

3
7775 k =: �k ; (4.21)

where �fx, �fy, and �� are M � 55 (13 parameters for four actuators plus three

external wrench o�set parameters gives 55 total parameters), and � is 3M � 55.

Note however that k = 0 is a solution for (4.21), indicating that the overall scaling

of the parameter vector cannot be recovered. In fact, as there is no force reference to

be found in the experimental setup, it is not surprising that it is impossible to recover

this scale information. A simple solution is to arbitrarily �x the �rst parameter to

a reasonable value. Estimating this scale factor to within 5{10% is su�cient for

closed-loop control purposes, where its main e�ect is in altering the e�ective gain of

the controller output. In this case, simply choosing k1 such that the resulting force

models match the nominal force model at the peak rated current would be su�cient.

For unusual applications where a more precise force output capability is necessary,
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some precision force reference such as a load cell, calibrated spring, or mass/pulley

arrangement will be required to provide the precise value for k1.

Rewriting (4.21) in the form

[�1 �2 � � � �55]

2
66666664

k1

k2
...

k55

3
77777775

= 0 ; (4.22)

makes it straightforward to show that

[�2 � � � �55]

2
6664
k2
...

k55

3
7775 = ��1k1 : (4.23)

De�ne �0 := [�2 � � � �55], k0 = [k2 � � � k55], and Ga := ��1k1, and it is clear that this

problem can be solved, similar to the platen sensor autonomous calibration (4.8),

using

k̂0 = �0yGa: (4.24)

The condition number and sensitivity analyses can be performed just as described

in Section 4.1.1.

4.3.2 Experiments

Using a PD controller (to be described in Chapter 5) commanding a �xed-phase

commutator on the normag2 system, the robot was commanded to move to a series

of uniformly distributed random q positions over a range of �3� < qfx;yg < 3� and

�0:2� < q� < 0:2�.

Because of the redundancy in the system, there will be more than one combina-

tion of actuator forces [f1 f2 f3 f4] that result in a null output wrench w = [fx fy � ].

Without redundancy, the actuator outputs would all have to be nominally zero at

an equilibrium position. In this case, there is one extra degree-of-freedom, which

allows testing of the full output ranges of the actuators. The actuators are used

to push against each other such that the x forces, y forces, and torques simultane-

ously cancel. For example, if all four actuators of Figure 4.7 have the same force

output magnitude fint, f1 and f3 push in the directions indicated, and f2 and f4
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Figure 4.7: Forcer for normag2 system

push opposite to their indicated directions, there will be no net force or torque on

the forcer body. The family of such solutions with zero net output wrench can be

parameterized by the nominal internal force fint. The controller computes actuator

forces based on fint and the closed-loop wrench command uw := [fc;x fc;y �c] as

f1 = fint + fc;x=2 + ��
�c
2da

f2 = �fint + fc;x=2 + ��
�c
2da

f3 = �fint + fc;y=2 + (1� ��)
�c
2da

f4 = fint + fc;y=2 + (1 � �� )
�c
2da

; (4.25)

where 0 � �� � 1 is chosen dynamically to distribute the closed-loop torque re-

sponsibility between the x and y actuator pairs based on their relative remain-

ing force capacities. At each test position, fint is chosen over the full force range

�26N < fint < 26 N using a uniformly random distribution.

Some care was taken to ensure the tether was not applying large forces or torques

to the robot body, but no special tether management devices were used. It was nec-

essary to let the controller settle at each position to ensure that it was at equilibrium,

but data collection still took less than 20 min. A di�culty was that at high fint val-

ues, the PD controller had very little room before actuator saturation would occur,
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Figure 4.8: The calibrated output force is shown for each of the four actuators.
Each trace shows the force output as a function of the actuator phase position
(�a = 2�=�pa) for a constant current input, with traces corresponding to currents
from -3 A to 3 A in 0.5 A increments.
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Figure 4.9: The calibrated output force is shown for each of the four actuators. Each
loop shows the current amplitudes required to generate force output for a constant
force as the spatial phase angle varies. Traces correspond to forces from -30 N to
30 N in 5 N increments, with dashed lines indicating positive output force, and solid
lines indicating negative output force.
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so that certain positions resulted in the robot not setting at the desired position.

The output of the data collection is 2000 vectors of calibrated platen sensor outputs

pai and the currents Ii applied to the actuators. These values were the averages of

200 samples taken at 1 kHz. The range of values for the 200 samples was examined

to ensure that the robot was settling at a position. Of the 2000 data vectors, 85

of the vectors were discarded because of excessive motions at those test positions,

most likely resulting from the e�ects of errors in the uncalibrated actuator outputs

on the controller gains.

Using this dataset, the matrix �0 was constructed from pai and Ii using the equa-

tions in the previous section. The condition number of �0 was 7.7, indicating good

conditioning of the problem. The calibrated parameter vector k̂, listed in Table 4.2,

was found using (4.24). To examine the resulting force pro�les of the actuators,

the model for each actuator was used to compute the calibrated actuator force over

a series of positions and input currents, shown in Figure 4.8. An alternate view,

Figure 4.9, shows the currents the commutator would send to each of the coils as a

function of position for a series of force command values. Note that in polar coordi-

nates, the angle corresponds to the actuator position and the radius corresponds to

the magnitude of the current output. There is signi�cant variation between the four

actuators. Actuator 3 in particular requires signi�cantly larger currents to generate

the same output force. Manufacturing variations such as alignment of the two linear

motor segments, bent actuator teeth, and the number of windings in the coils may

all be partially responsible.

The sensitivity values �0i were computed as they were for the platen sensor au-

tonomous calibration to examine how the parameter estimates a�ect the accuracy

of the �t. The sensitivities ranged from 0.018 to 0.041, with the largest values cor-

responding to current gain parameters k8 and k9 and the torque o�set �e, but all the

sensitivities are small enough to not be of concern.

To check the performance of the identi�cation, several residuals can be examined:

r = �k, rfx = �fxk, rfy = �fyk, and r� = ��k. Each residual is computed for

both the nominal and calibrated model parameters, and their mean and standard

deviations are shown in Table 4.1. Note that the mean error values are reduced to

near zero, while all standard deviations are reduced by more than 50%, except for

rfx, which was relatively small to begin with. These results suggest the calibration is

doing fairly well, but that there are signi�cant unmodeled e�ects. These e�ects may
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Nominal [N] Calibrated [N] Improvement [%]
mean(r) -0.707 0.000 n/a
mean(rfx) -0.196 0.000 n/a
mean(rfy) -0.071 -0.000 n/a
mean(r�) -1.876 -0.000 n/a
std(r) 2.756 1.090 60
std(rfx) 1.688 1.061 37
std(rfy) 2.545 1.089 57
std(r�) 3.827 1.360 64

Table 4.1: Residuals for actuator calibration using nominal and calibrated parame-
ters

be from a number of sources, such as tether force disturbances, sensor calibration

errors, unmodeled ampli�er e�ects, and unmodeled actuator characteristics.

To gain insight into the remaining residual errors, each is plotted against the

input parameters qx; qy; q�; fint in Figures 4.10, 4.11, 4.12, and 4.13. Although sig-

ni�cant structure can be seen for the nominal parameters, especially for rfy vs. qy

(Figure 4.11) and r� and r vs. qx and qy (Figures 4.12 and 4.13 there is very little

structure visible for the calibrated residuals, suggesting that (4.18) is doing a rea-

sonable job of modeling the actuator force output. Note that the PD controller used

for data collection has signi�cant steady-state errors and some data was discarded

due to excessive noise, so that the test positions were not truly random and there is

grouping visible in these �gures.

To provide an independent veri�cation of the calibration, tests were performed

using a reference spring and several reference masses. For the spring test, shown in

Figure 4.14, an extension spring with a spring constant of approximately 400 N/m

was connected between the forcer and a point �xed in the workspace. Two tests

were performed, with the spring aligned with either the x or y axis, and attached

to the forcer at the locations depicted in Figure 4.14. Using a PID controller, the

forcer was commanded to move such that it extended the spring until it reached a

preset force limit. From that position, the controller setpoint was moved in steps

such that the spring was retracted with the controller settling at each position step,

where the position and current commands were recorded.

For the x axis test, 365 positions were tested with step sizes of �=10. The

recorded data were used to compute the output force as determined by the linear

actuator model with both the nominal and calibrated parameters. These forces
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Parameter no. k0 k̂

k1;1 9.895 9.895
k1;2 0.000 0.135
k1;3 0.000 -0.181
k1;4 0.000 -0.148
k1;5 0.000 -0.239
k1;6 0.000 0.192
k1;7 0.000 -0.163
k1;8 0.000 0.645
k1;9 0.000 -1.410
k1;10 0.000 -0.184
k1;11 0.000 0.150
k1;12 0.000 -0.213
k1;13 0.000 -0.063

k2;1 9.895 9.506
k2;2 0.000 0.120
k2;3 0.000 0.120
k2;4 0.000 -0.156
k2;5 0.000 -0.164
k2;6 0.000 -0.105
k2;7 0.000 -0.402
k2;8 0.000 -0.752
k2;9 0.000 1.005
k2;10 0.000 -0.057
k2;11 0.000 0.250
k2;12 0.000 -0.505
k2;13 0.000 -0.215

Param. Nominal Calibrated

k3;1 9.895 8.459
k3;2 0.000 0.067
k3;3 0.000 -0.148
k3;4 0.000 -0.245
k3;5 0.000 -0.308
k3;6 0.000 0.021
k3;7 0.000 -0.307
k3;8 0.000 -2.357
k3;9 0.000 -1.415
k3;10 0.000 0.041
k3;11 0.000 -0.078
k3;12 0.000 -0.379
k3;13 0.000 0.073

k4;1 9.895 8.992
k4;2 0.000 -0.153
k4;3 0.000 0.060
k4;4 0.000 0.012
k4;5 0.000 -0.075
k4;6 0.000 0.203
k4;7 0.000 -0.246
k4;8 0.000 0.666
k4;9 0.000 0.717
k4;10 0.000 0.064
k4;11 0.000 0.096
k4;12 0.000 -0.262
k4;13 0.000 0.127

ke;1 0.000 0.333
ke;2 0.000 0.120
ke;3 0.000 1.520

Table 4.2: Nominal and autonomously calibrated actuator parameters
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Figure 4.10: Dependence of rfx residual on input position and force
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Figure 4.11: Dependence of rfy residual on input position and force
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Figure 4.12: Dependence of r� residual on input position and force
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Figure 4.13: Dependence of r residual on input position and force
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Figure 4.14: A spring is attached between the forcer and a �xed location to provide
a force reference for verifying the actuator calibration results. The y axis test is
shown here; the x axis test used the indicated attachment location.
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Figure 4.15: For the x axis spring pull test, the reconstructed force for nominal and
calibrated (upper) models are shown. The deviations from a straight line �t (lower)
indicate errors in both force models.
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Figure 4.16: For the y axis spring pull test, the reconstructed nominal and calibrated
(upper) forces are shown. The deviations from a straight line �t (lower) indicate
errors in the force model.
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Figure 4.17: A mass/pulley arrangement is used to provide a force reference for
verifying the actuator calibration results. The attachment points were the same as
in the spring test.

are plotted against the forcer position, as reported by the platen sensor, in the

upper plots of Figure 4.15. With a perfect force model (and a perfect spring and

no disturbances), these plots should be straight lines having a slope of the spring

constant{any deviation indicates a probable error in the calibration. Here, the plots

are scaled and o�set such that a line �t to themwill have the same slope as the spring

and have zero o�set. The deviation from the linear �t for both sets of parameters is

shown in the lower plots of Figure 4.15. As expected, there is signi�cant error for the

nominal parameters, with a standard deviation of 1.08 N, but with the calibrated

model, the error is reduced by 38% to 0.67 N.

Results were similar for the y axis test, which consisted of 625 positions spaced at

�=10 increments, as shown in Figure 4.16. The standard deviation of the force error

decreased from 1.82 N to 1.07 N. Note that at high force values, some nonlinearity

can be seen, but this e�ect is small relative to the force noise.

As an additional veri�cation, a mass/pulley arrangement was used to provide a

constant external force, as shown in Figure 4.17. A series of di�erent masses was
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Figure 4.18: For the x axis mass/pulley test, the reconstructed force for nominal
(upper) and calibrated (lower) are shown for masses of 0, 0.5, 1.0, 1.50, and 2 kg.
Deviations from horizontal indicate errors in the force model.
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Figure 4.19: For the y axis mass/pulley test, the reconstructed force for nominal
(upper) and calibrated (lower) are shown for masses of 0.0, 0.5, 1.0, 1.5, and 2.0 kg.
Deviations from horizontal indicate errors in the force model.
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suspended, with the forcer moving to a sequence of positions under PID control. An

integral term is used here to compensate for the large, constant force disturbance.

A test pulling the mass in the x direction recorded the ampli�er currents at approx-

imately 200 locations spaced at �=50. The force output of the forcer, which should

have been constant, was computed based on these data for both the nominal and

calibrated parameters. As shown in Figure 4.18 for multiple test masses ranging

from 0 to 2 kg, calibration removes a portion of the ripple at all force values, but

there remain signi�cant errors in the force. The standard deviations of each trace are

reported in the top half of Table 4.3 and demonstrate a quantitative improvement

of between 17 and 31 percent, bringing all of the values under 1 N. The remaining

errors may be from an imperfect actuator model, noise in the calibration data, or

non-uniformities in the platen teeth.

The mass/pulley experiment was repeated for the y axis for approximately 200

points taken with a spacing of �=50. As shown in Figure 4.19, results are similar

to the case for the x axis, with an improvement after calibration but a signi�cant

error remaining. The standard deviations of each trace are reported in the lower

half of Table 4.3 and demonstrate a quantitative improvement of between 37 and

51 percent, reducing the force errors to below 1.26 N, except for the 2.0 kg test.

The y axis has larger nominal errors in the force than the x axis and appears to be

the dominant source of error. One di�culty with the calibration of these actuators

is that they are permanently mounted in a single housing, and cannot be tested

individually. The permanent magnets of the other actuators will generate detent

forces even if no currents are in their coils. In addition, if any actuator has large

unmodeled errors, the calibration procedure will tend to spread the error between

all the actuators.

Both the spring and mass tests con�rm the results predicted by the residuals{the

autonomous calibration reduces the actuator force error by approximately 30-50%.

Further improvements may be possible with a data collection procedure that isolates

tether forces better, a platen with more uniform teeth, a richer data set, or a more

precise model of the actuator force output, especially in how ripple changes with the

size of the nominal force magnitude and the robot skew angle.

Nevertheless, the calibration procedure can be used to signi�cantly improve the

force output accuracy of the planar robot without requiring any external devices.

The data collection procedure is fully automated and is completed within 20 min.
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Axis mass [kg] Nominal Calibrated Improvement [%]
x 2.0 1.316 0.907 31
x 1.5 1.229 0.879 28
x 1.0 0.975 0.795 19
x 0.5 0.945 0.768 19
x 0.0 0.986 0.815 17
y 2.0 2.740 1.700 38
y 1.5 1.930 1.005 48
y 1.0 1.888 0.923 51
y 0.5 2.028 1.258 38
y 0.0 1.989 1.245 37

Table 4.3: Standard deviations of the computed force required to support the listed
test masses indicate how much the autonomous calibration is smoothing the force
output.

Parameter identi�cation uses the well-known and stable singular value decomposi-

tion which takes less than 20 s on a Sparcstation 20. Examination of the recovered

singular values and residuals can also provide some automated veri�cation of the cal-

ibration. If it appears that some of the parameters are not being properly identi�ed

or there is a large amount of unmodeled e�ects, the system can warn the operator

before proceeding to install the new parameters. In summary, the results presented

in this section support the conclusion that autonomous calibration can be e�ective

in reducing the ripple of the planar robot actuators.

4.4 Real-time implementation

The models developed in this chapter are used by the commutator to compute the

forcer position based on the sensor input signals, and the actuator output currents

based on the latest force commands from the controller. As this commutator will

run at kHz rates, there must be an e�cient real-time implementation of the models.



98 CHAPTER 4. AUTONOMOUS CALIBRATION

The platen sensor error model (4.1) must be combined with the nominal sensor

model to compute the calibrated sensor outputs. For each sensing element,

p̂s;i = unwrap(�ps;i + ei; �ps;i;prev + ei;prev; p̂s;i;prev)

= unwrap(atan2(s2i�1 � z2i�1; s2i � z2i) + ki;0 +

ki;1 sin(!��ps;i) + ki;2 cos(!��ps;i) + ki;3 sin(2!��ps;i) + ki;4 cos(2!��ps;i) +

ki;5 sin(4!��ps;i) + ki;6 cos(4!��ps;i) + ki;7 sin(6!��ps;i) + ki;8 cos(6!��ps;i);

�ps;i;prev + ei;prev; p̂s;i;prev)

(4.26)

where sj , j 2 f1; : : : 8g, are the raw sensor outputs in ADC converter counts, and

zj, j 2 f1; : : : 8g, are the raw sensor o�set values. The o�set values are used to

compensate for the sensor output voltage o�set levels so that the quadrature circle

is centered at zero. The o�sets are determined by a simple procedure where the

mean raw sensor outputs are computed over a low velocity diagonal motion covering

several pitches. The unwrap function is used to keep track of motions that move

beyond a single tooth, and is de�ned (using x, y as placeholder variables) as

y = unwrap(x; xprev; yprev) =

8>>><
>>>:
x� xprev > � yprev + (x� y)� 2�

x� xprev < �� yprev + (x� y) + 2�

jx� xprevj � � yprev + (x� y)

: (4.27)

The computation of most of the transcendental functions of (4.26) is avoided by

storing the eight sine and cosine functions in a lookup table indexed by the sensor

position �ps;i expressed as a phase in the range 0 � �ps;i < 2�. The lookup table

has 6000 entries and is used without interpolation. This size is su�cient given the

inherent sensor resolution. The arctangent function cannot be easily avoided without

adding conditionals and divides, but only four are required per sensing sample. The

remainder of the computation consists of multiplying the sine and cosines by the

appropriate parameters and summing the results. These operations are e�ciently

pipelined on the real-time PowerPC machine. The complete sensor computation

including ADC transfers, nominal and error model computation, bookkeeping to

compute phase wraparounds, and combining the four sensor outputs to compute the

forcer position takes approximately 30 �s, compared to the 200 �s cycle time of the

commutator running at 5 kHz.

The actuator force model as presented computes the output force based on the

actuator position and current input. This model must be inverted with respect to
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the current to be useful to the commutator. Note that the force model (4.18) can

be rewritten in the form

fi = (a1;i(pai) + a2;i(pai)ui) cos(k�q�) ; (4.28)

where a1;i(�) collects the o�set force terms and a2;i(�) collects the current dependent
terms. This relation can be easily inverted

Ii =
�

fi
cos(k�q�)

� a1;i(pai)
�
=a2;i(pai) ; (4.29)

so that the current can now be computed. Because a1;i and a2;i are functions of

exclusively pai , a one-dimensional lookup table is used for their computation. To

save a divide, the inverse of a2;i is stored. A table with only 100 entries and linearly

interpolated outputs is used to reduce memory requirements. The computation of

the calibrated current output takes less than 28 �s, including computation of the

actuator phase positions based on the forcer position, computation of the calibrated

current outputs for each of four channels, and scaling and writing the results to the

DAC outputs.

The autonomous calibration techniques of this chapter, though limited by the

uniformity of the platen structures, demonstrate how the experimental measure-

ments of the previous chapter can be exploited by the robot for improving its own

performance. It is also interesting to note that well-conditioned calibration with a

more than dozen parameters per DOF are possible with this low-DOF robot, allow-

ing the few DOFs to be calibrated in more detail than usually possible with long

serial chain robot manipulators.



Chapter 5

Control

The commutation, modeling, and calibration of the sensors and actuators discussed

in the previous three chapters all are intended to make control easier. Commutation

allows for fewer control variables and allows the actuator models to take the familiar

form of current input to force output. Modeling and autonomous calibration im-

proves the �delity of the actuator and sensor models, reducing disturbances to the

controller.

The planar robot control problem is then to choose forces fi i 2 1:::4 based on the

position measurements q and knowledge of the dynamic model of the robot. Many of

the problems that make the control of conventional (i.e. serial chain manipulators)

robots di�cult are eliminated by the planar robot design. There is only a single

moving part, so the kinematics and dynamics are trivial, the performance won't

vary with its joint angles, and because the robot is e�ectively rigid there are no link

dynamics to worry about. The actuators are direct-drive and rely on air bearings, so

that drive-train friction and compliance will not complicate the control. The large

force-to-mass ratio of the robot combined with the high-bandwidth of the platen

sensor allows for a high dynamic range.

However, the design of the planar robot also creates some problems. Although

great pains, as detailed in the previous two chapters, have been taken, the realities

of platen fabrication and error modeling are that there will always be some residual

error in the sensor position measurements and actuator force outputs. These errors,

which are a function of the robot location relative to the teeth, reect the step-

ping motor origins of the planar robot, designed so that force is a strong function

of position. During motions, these errors will act as a bounded disturbance with

100
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fundamental frequencies at multiples of the robot speed, when measured in teeth

per second. At rest, these errors can cause steady-state errors in the robot position.

Another problem is the limited rotational range of the robot. If it should rotate

beyond this range, it will be unable to recover. Most devices would have mechanical

limit stops to prevent such an occurrence, but the simple design of the robot makes

this impossible and the controller must take full responsibility. Note that the same

actuators are used for generating torques and forces, so that the controller must

carefully balance the need to maintain the angle limits and the need to perform the

task at hand.

Unlike most robots, which have to derate their actuators to prevent the excitation

of link or drivetrain dynamics and the excessive wear of drivetrain components, the

mechanical simplicity of the planar robot allows the use of the full capabilities of its

actuators. While this characteristic is bene�cial, it does require a more sophisticated

controller to handle the nonlinearities that result when the robot is operated with

the peak outputs of the actuators.

The robot must also drag around a tether that is of signi�cant size and mass

compared to that of the forcer body. The controller must be prepared to use a

signi�cant fraction of the actuator capabilities to reject tether disturbances for the

case where the tether gets caught on the platen edge or is bumped by another robot.

For normal situations, the tether will impart a relatively small and quasi-static force

and torque disturbance, which will also need to be rejected. It is also possible to

excite the dynamics of the exible tether, but the size and frequency of the motions

required would be unusual for most applications.

Multiple planar robots can share the same platen. Rather than a global position

sensor, each has a platen sensor that measures position relative to the position where

they are turned on. It would be desirable to allow the robot to collide (at least at

moderate speed) with other planar robots or stationary workspace obstacles during

the startup exploration without it leading to unrecoverable skew angles.

This chapter contains two PD/PID strategies for closed-loop control of the pla-

nar robot. Although they do not address all of the above issues, experiments in

this and later chapters show that they are su�cient for a range of tasks. The two

controllers di�er mainly in their treatment of actuator saturation. In the following

section, a block diagram for a saturated PD controller is presented and discussed.

In Section 5.2, a domain-based approach is presented that limits the operation of
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Figure 5.1: Saturated PD controller block diagram

the controller to an invariant region around the goal to prevent actuator saturation

from occurring. In Section 5.3 experiments using these controllers demonstrate per-

formance improvements stemming from closed-loop operation. Early experiments

using the saturated PD controller demonstrate resolution, repeatability, and tra-

jectory tracking performance, and more recent results using the domain-based PD

controller demonstrate advantages related to power consumption and thermal dissi-

pation.

5.1 Controller Formulation

A block diagram of the overall system is shown in Figure 5.1. There are �ve software

blocks required. The sensor decoder processes the four raw sensor signals to produce

a measure of the positions qx and qy and skew angle q� of the robot. The estimator

is used to compute a velocity and position estimate based on the sensor position

output and the system dynamics. The controller computes a wrench (uw = [fxfy� ]T )

command to be generated by the robot, based on the estimator outputs and desired

trajectory. The force resolution block is needed to handle the redundancy of the

force generation, as the four actuators are used to generate a 3� 1 wrench. Finally,

the commutator computes currents to send to the motor coils based on the forcer

position and the desired forces.

It will simplify the presentation to specify wrenches and positions at the center of

mass or center of actuation for di�erent blocks. A wrench at the center of actuation,

wca, and an equivalent wrench at the center of mass, wcm, will be related by

wca =

2
6664

1 0 0

0 1 0

�dgy dgx 1

3
7775wcm; (5.1)
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where p = [dgx dgy]T is the location of the center of mass of the forcer expressed

relative to the (x; y) coordinate system shown in Figure 1.16. Similarly, the positions

and velocities are related by:

qca =

2
6664
1 0 dgy

0 1 �dgx
0 0 1

3
7775 qcm �

2
6664
dgx

dgy

0

3
7775 ; and (5.2)

_qca =

2
6664
1 0 dgy

0 1 �dgx
0 0 1

3
7775 _qcm; (5.3)

where the small rotation range of the motor justi�es linearization of the equations

about the zero angle.

In this remainder of this section, each software block is examined, with relevant

motor modeling introduced as needed.

5.1.1 Sensor decoding

The raw sensor outputs will be voltage measurements from the quadrature pairs of

each sensor segment, as described in Chapter 1. The calibrated position of each

sensor segment along its direction of motion, p̂s;i, is computed using (4.26). The

position of the forcer qcm can then be computed

qcm =

2
6664
qx

qy

q�

3
7775 =

2
6664

0:5 0 0:5 0

0 0:5 0 0:5

0:5=ds 0:5=ds �0:5=ds �0:5=ds

3
7775 p̂s: (5.4)

Note that there is a redundancy in this computation, which was exploited for the

autonomous calibration in Chapter 4. The redundancy also allows the forcer position

to be computed in the case where one of the x axis sensor outputs is unusable. For

example, if the �rst sensor is unusable, the forcer position can be computed as

qcm =

2
6664
qx

qy

q�

3
7775 =

2
6664
0 0 1 0

0 0:5 0 0:5

0 1=ds 0 �1=ds

3
7775 p̂s: (5.5)

The most common situation where one of the sensor segments becomes unusable is

when the platen has a magnetic discontinuity, either because it was constructed from
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two pieces, as in Figure 1.12(d), or for the boundaries between the �eld-joinable

platens used in the minifactory application presented in Chapter 7. In practice

it is di�cult to detect a malfunctioning sensor segment when crossing a platen

discontinuity at high speed, so the locations of such discontinuities must be mapped

ahead of time so that the appropriate sensor segments can be ignored while they are

over a discontinuity. Note that when the sensor segment is re-enabled, it must be

re-initialized based on the readings of the other sensor segments so that its tooth

count is correct.

5.1.2 State estimation

The estimator exploits the linear dynamic model of the forcer to produce a �ltered

position and velocity signal without excessive lag. The discrete time estimator takes

the form:

�Qcm(k + 1) =

2
6664
� 0 0

0 � 0

0 0 �

3
7775 �Qcm(k)+

2
6664
L 0 0

0 L 0

0 0 L

3
7775 ~qcm(k) +

2
6666666666666664

T 2

2m
0 0

T
m

0 0

0 T 2

2m
0

0 T
m

0

0 0 T 2

2Iz

0 0 T
Iz

3
7777777777777775

uw;cm (5.6)

with

� =

2
4 1 T

0 1

3
5 ; L =

2
4 l1
l2

3
5 ; and

~qcm(k) = q̂cm(k) � �qcm(k):

Here, q̂cm(k) = [q̂xq̂y q̂z]T is the calibrated forcer position at time k, �qcm(k) = [�qx�qy �qz]T

is the estimated forcer position at time k, the complete state estimate is given by

�Qcm(k) = [�qx �_qx �qy �_qy �q� �_q�]
T for time k, and T is the sample time.
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Note that the estimator is decoupled and the estimator gains l1 and l2 can be com-

puted based on the desired estimator pole locations using well-known pole-placement

techniques (i.e. MATLAB's1 PLACE command).

5.1.3 Commutation

Commutation was fully discussed in Chapter 2. A �xed phase commutator is used

for all experiments in the following chapters. The inverted force model (4.29), Ii =�
fi

cos(k�q�)
� a1;i(pai)

�
=a2;i(pai) from the previous chapter is used2 to compute the

actuator commands Ii 2 1:::4 as a function of the desired force outputs fi and

positions pai. The actuator positions are computed based on the processed sensor

outputs as 2
6666664

pa1

pa2

pa3

pa4

3
7777775
=

2
6666664

1 0 �da
1 0 da

0 1 �da
0 1 da

3
7777775
(q̂ca + _�qcata) ; (5.7)

where ta is the phase advance time, as de�ned in Section 2.1, _�qca is the estimated

forcer velocity, and q̂ca is the calibrated forcer position, both expressed at the center

of actuation.

5.1.4 Force resolution

The force resolution function must consider the force kinematics and force saturation

properties of the forcer. The force kinematics are given by:

wca =

2
6664
fdx

fdy

� d

3
7775
ca

=

2
6664

1 1 0 0

0 0 1 1

�da da �da da

3
7775

2
6666664

f1

f2

f3

f4

3
7777775
; (5.8)

where wca is a wrench applied at the center of the forcer, and da is the distance

from the center of the motor to the center of the forcer, as shown in Figure 1.8.

1Product of MathWorks, Inc.
2Actually, some of the experiments in this chapter were performed before the autonomous

calibration was developed so that the nominal force model parameters were used.
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The actuators will be limited in the forces that they can generate. The exact

nature of the limitation depends on the system design. A well-designed ux-steering

motor will be designed such that the magnetic ux of the coil is enough to cancel

the permanent magnetic ux when the rated input current is owing through the

coil. There will also be signi�cant magnetic saturation of the forcer and/or platen

teeth at this current level. This current level also will generate a signi�cant but

manageable temperature rise due to resistive losses in the coils. For these reasons,

increasing the current above this design point has very limited utility. Note that this

situation is di�erent than other actuators that have current limits based primarily

on thermal limitations, in which case it is possible to momentarily generate forces

larger than the steady-state force output rating. For simplicity, the actuators of each

particular forcer are assumed to all have the same force output limits chosen some-

what arbitrarily to roughly correspond to the results of the autonomous calibration

or the manufacturer's ratings.

The actuator constraints will be of the form

f�i � fi � f+i ; i 2 f1:::mg; (5.9)

with f�i < 0, and f+i > 0. For a controller that operates in the planar workspace,

these constraints on the actuator outputs must be mapped into wrench output space

of the robot. A procedure for determining the domain, F , of achievable output

wrenches is presented in Appendix A. The result of this procedure is a norm-like

function

�(w) = max
�
pTV1w; p

T
V2w; : : : ; p

T
Vkw

�
; (5.10)

such that the domain is given by

F := fw 2 IRn j �(w) � 1g: (5.11)

If the actuators all have identical output constraints, as is assumed here, the

surface de�ned by �(w) = 1, the wrench envelope E, can be represented in IR3 as

a rhombic dodecahedron, as depicted in Figure 5.2. For example, at point p1, the

forcer is generating the maximum possible force in both the +x and �y directions

and cannot generate any torque. Alternatively, at point p2, the forcer is using its

full capabilities to generate torque, and cannot generate any forces.
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The input to the force resolution function is the desired wrench uw;ca, which may

be outside, inside or on E leading to over-, under-, and uniquely-constrained cases.

In the under-constrained case, an in�nite number of solutions for f can be found

that will generate the desired wrench. Here, we choose the solution:

2
6666664

fx1

fx2

fy1

fy2

3
7777775
=

2
666666664

1
2

0 � a
a+b

1
2da

1
2

0 a
a+b

1
2da

0 1
2
� b

a+b
1

2da

0 1
2

b
a+b

1
2da

3
777777775
uw;ca; (5.12)

where uw;ca = [fdx fdy � d], a = 2fmax � jfdx j, and b = 2fmax � jfdy j. Note that a

and b are a measure of the remaining force capability of the forcer in the x and

y directions. Note that a or b are both non-negative, and because the wrench is

inside the force envelope, at least one is non-zero. Therefore, (5.12) will always

be de�ned, and (by examining the derivative) can also be shown to be continuous.

Continuity is important to avoid the chattering that may result if similar output

wrenches result in dramatically di�erent actuators forces, which is possible given

the actuator redundancy. The particular solution (5.12) was chosen primarily with

an eye towards making it compatible with the result for the single-solution case

described below so that there isn't a discontinuity between the underconstrained

and single-solution cases.

If the desired wrench lies on envelope E, there is a single solution. This solution
is identical to the under-constrained case except that it becomes unde�ned when

a = b = 0. In this special case the desired wrench is at one of the corners in the

fx; fy plane (e.g. p1) in Figure 5.2, so that � = 0, and (5.12) is replaced by:

2
6666664

f1

f2

f3

f4

3
7777775
=

2
6666664

1=2 0 0

1=2 0 0

0 1=2 0

0 1=2 0

3
7777775
uw;ca: (5.13)

In the over-constrained case, uw;ca lies outside the wrench envelope. In this case,

the forcer is saturated, and there are no solutions to (5.8) that satisfy the constraints.

However, if we rede�ne the problem for this case to be mapping uw;ca back onto the
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Figure 5.2: A wrench envelope represents the force/torque limits of the forcer.

wrench envelope, there are once again in�nite solutions. One simple solution is to

linearly scale the desired wrench vector back to the point where it pierces the wrench

envelope. For example, uw;ca in Figure 5.2 is mapped to u0w;ca. They are related by

a scale factor sl:

sl = max

 jfxj
2fmax

;
jfyj
2fmax

;
jfxj+ jfyj+ j� j=da

4fmax

!
; (5.14)

such that u0w;ca = uw;ca=sl.

Although this solution has been implemented, the experiments that use this

controller are designed to avoid saturation cases. Saturation in general is a di�cult

non-linearity to deal with e�ectively. In this case it also acts to couple the axes,

requiring a more complicated controller design if it is to be treated e�ectively. The

controller discussed in Section 5.2 has a built-in mechanism for avoiding saturation

cases.
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Figure 5.3: Restricted domain controller block diagram

5.1.5 Control

Given the commutator and force resolution functions, the controller can be designed

around a simple linear model. The mechanical dynamics of the forcer are simply

those of a mass moving in the plane with viscous damping:

uw;cm =

2
6664
m 0 0

0 m 0

0 0 Iz

3
7775 �q +

2
6664
bv( _qx) 0 0

0 bv( _qy) 0

0 0 b!( _q�)

3
7775 ; (5.15)

where m is the forcer mass, Iz is the rotational inertia, and uw;cm is the net wrench

acting on the system. The bv and b! functions model the damping and rollo�, but

can be neglected for simplicity. To express the dynamics in this decoupled form, Iz

and uw;cm are de�ned relative to the center of mass of the forcer. The gains of a PID

control law,

uw = �K
�
e+ Td _e+

Z 1

Ti
e

�
+M �q�; (5.16)

can then be chosen independently for each axis. The feedforward acceleration term,

M �q� is added to the controller forces if a trajectory acceleration command �q� is

available.

5.2 Restricted domain PD controller

The block diagram for a modi�ed PD controller is shown in Figure 5.3. This diagram

di�ers from that of Figure 5.1 in that the internals of the controller block are modi�ed

as described in the following section, and the estimator is augmented to provide an

estimate of the disturbance force acting on the forcer.
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5.2.1 PD domain formulation

To improve robustness in conditions where saturation may occur with the controller

of the previous section, the idea of a domain for a controller is introduced. The

controller will only execute when the system is inside an invariant set that includes

the goal. Invariance here means that the system under the inuence of the controller

will never leave the set.

If a controller is not always allowed to execute, other controllers with their own

domains must be provided such that the union of the controller domains covers all

possible system states. At a minimum, there should be an apotropaic controller that

has a domain covering the entire state space of the robot, encoding an appropriate

fail-safe behavior for the system. The candidate controllers are ordered so that even

if they have overlapping domains, only one controller will be active for any state of

the system.

The controller has the form

uw = �K(e+ Td _e) +M �q� + �we; (5.17)

which is the same as controller (5.16) except that a disturbance estimate �we, de-

scribed in the following section, replaces the integral term. Appendix B presents a

method for deriving a large invariant domain for this controller under the assumption

that the feedforward terms are bounded

D�
i < M �q�i + �we;i < D+

i : (5.18)

To see if the system is in the domain, the computation

� =
1

2
ETKE; (5.19)

is performed, where E := [e _e]T . Note that testing if the system is in this domain

requires very few operations so that many controller domains of this type can be

evaluated at every controller cycle without a�ecting the real-time performance of

the system.

5.2.2 Disturbance estimator

If it is necessary to compensate for disturbance forces, a complication arises. If the

individual candidate controllers use integral terms, it is desirable to maintain the
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state of the integral across controllers to eliminate integral resets when switching be-

tween controllers. For this reason, the estimator of the previous section is augmented

to provide a disturbance estimate that will converge to a constant disturbance force.

The estimator exploits the linear dynamicmodel of the forcer to produce a �ltered

position and velocity signal without excessive lag. The estimator of the previous

section (5.6) is replaced by

�Qcm(k + 1) =

2
6664
� 0 0

0 � 0

0 0 �

3
7775 �Qcm(k)+

2
6664
L 0 0

0 L 0

0 0 L

3
7775 ~qcm(k) +

2
666666666666666666666666664

T 2

2m
0 0

T
m

0 0

0 0 0

0 T 2

2m
0

0 T
m

0

0 0 0

0 0 T 2

2Iz

0 0 T
Iz

0 0 0

3
777777777777777777777777775

uw;cm (5.20)

where the following variables are rede�ned

� =

2
6664
1 T T 2

2m

0 1 T

0 0 1

3
7775 ; L =

2
6664
l1

l2

l3

3
7775 ; and

~qcm(k) = q̂cm(k)� �qcm(k):

where the state estimate at time k, �Qcm(k) = [�x �_x �we;x �y �_y �we;y
�� �_� �we;�]T , is augmented

with the disturbance estimate �we := [ �we;x �we;y �we;�] of a constant external wrench

acting on the system.

As before, the estimator is decoupled and the estimator gains l1, l2, and l3 can

be computed based on the desired estimator pole locations.
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5.3 Experimental results

Sections 5.3.1, 5.3.2, and 5.3.3 describe early experiments using the saturated PD

controller of Section 5.1. The software blocks in Figure 5.1 were implemented using

the normag1 system, as described in detail in Section 1.4.2. Briey, the LynxOS real-

time operating system running on a Motorola PowerPC 133 MHz computer was used

to implement the controller and was interfaced to a Zygo 2-axis laser interferometer,

capable of measuring the di�erential skew angle and one translational axis of the

forcer, providing a position measurement independent of the magnetic platen sensor.

The software is structured with a single high-priority thread running at 3500 Hz

that includes the commutation, sensor I/O, force resolution, controller, observer, and

trajectory generator functions. This set of functions takes approximately 150 �s

to complete, leaving adequate time for lower-priority user interface and network

communications threads to execute. The fast update rate is necessary to provide

a reasonable number of updates per pitch. With a forcer pitch of 1.016 mm, and

a peak speed above 1 m/s, even with 3500 Hz updates there will be less than four

updates per pitch.

Section 5.3.4 describe more recent experiments using the domain-based PD con-

troller of Section 5.2. These experiments used the vole system. The controller

software was structured to separate the control thread from the commutator thread.

The control thread executed at 1000 Hz, while the commutator executed at 5000 Hz.

5.3.1 Resolution tests:

To characterize the position resolution under closed-loop control, the PID controller

was used to regulate the forcer to zero position and angle. The gains of the controller

were K = 220 N/mm, Td = 0:0053 s, and Ti = 0:028 s. The controller poles were

underdamped with natural frequency of 40 Hz. Estimator poles were placed at 80

Hz, which was near the upper limit for the controller rate of 3500 Hz. Above this

rate, an unacceptable level of noise from the sensor was passed into the controller,

causing the forcer to vibrate audibly.

Readings for the x translation and � skew angle from the platen sensor, estimator,

and laser interferometer were recorded at 3500 Hz for 1000 samples. The amount of
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Figure 5.4: The controller regulates points near the sensor better than points on the
periphery of the forcer.

motion in the x direction of a particular point on the forcer was computed using the

simple di�erential kinematic equation:

�xt = �x� �� yt; (5.21)

where �xt is the x di�erential motion of a test point (xt; yt) on the forcer given a

di�erential motion at the middle of the forcer of �x and ��. Figure 5.4 shows the

standard deviation of �xt as recorded by the sensor, estimator, and laser interferom-

eter as yt is varied. Note that points with jytj = 75 mm correspond to the edge of

the forcer. Because the sensor measures angle by di�erencing two parallel position

measurements that are close together (see [22]), there is a low-noise sweet spot in

the middle of the forcer, where the sensor is located. However, Figure 5.4 indicates

that even at the edge of the forcer, the controller maintains micron-level resolution

(1�), which is su�cient for many applications.

5.3.2 Repeatability

Repeatability is the ability of an actuator to return to the same position. The dif-

ference in the forcer positions after moving to a reference location from two di�erent

directions was measured with the laser interferometer. This process was repeated

with varying move distances. The controller was started several minutes before test-

ing began, and the test was designed to be completed in under a minute to minimize
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Figure 5.5: Bi-directional repeatability: errors in moving to a reference position from
two approach directions are shown for open-loop (circles) and PID control (crosses)
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thermal e�ects. The crosses in Figure 5.5 show this bi-directional position repeata-

bility for the PID controller to be under 2.5 �m peak-to-peak, and the skew angle

repeatability to be under 0:02� peak-to-peak over 36 motions. Note that the error

increases at a travel distance of about 20 mm, which is when the linear motors start

to overlap the reference position, so it appears likely that the motors are leaving a

residual magnetic �eld in the platen that is slightly a�ecting the sensor operation.

The exact mechanism for this interaction has not been investigated further. For

comparison, the bi-directional repeatability tests are repeated under open-loop con-

trol. The error here is probably due to a combination of tether disturbance forces

and the same magnetic hysteresis that a�ects the sensor. Note that these e�ects can

be avoided in practice by approaching a goal position from the same direction.

5.3.3 Trajectory commands

The closed-loop controller was used to track a trajectory with a bang-bang accel-

eration of 10 m/s2, maximum velocity of 0:8 m/s, and a position change of 0.1 m.

Integral gains were disabled for this experiment to prevent integral windup during

the motion.

As shown in the dark traces in Figure 5.6, the PD controller tracks the trajectory

to within 50 �m, and settles to 1 �m within 20 ms. The tracking error comes from

motor modeling errors (i.e. eddy-current damping, errors in the mass or peak force

model parameters, or unmodeled actuator nonlinearities.). The tracking error is also

shown when a mass of 240 g is attached to the edge of the forcer, causing errors in in

the mass, inertia, and center of mass of the model. Even in this case, the controller

settles just as well, although the tracking error increases signi�cantly during one

part of the trajectory.

For comparison, the tracking experiment was repeated under open-loop con-

trol. However, it would be unfair to have the open-loop controller attempt to track

the same bang-bang acceleration trajectories. Instead, a trajectory suggested by

Nordquist and Smit [31] was implemented. This trajectory is identical to the bang-

bang acceleration trajectory, except for burst (step changes applied to the desired

position) and acceleration rollo� as the velocity increases. These changes are de-

signed so that the open-loop forcer dynamics will not be excited and, in the ideal
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Figure 5.6: Trajectory tracking: tracking errors are shown for PD (dark trace) and
open-loop (light trace) control given no load (upper plot) and an \unknown" load
of 240 g (middle plot). The lower plot shows the velocity pro�le of the trajectories.
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case, there will be a constant tracking error during each phase (acceleration, slew,

and deceleration) of the trajectory.

After a reasonable amount of tuning of the trajectory, tracking errors were as

shown in the light traces of the top plot of Figure 5.6. Although the tracking

error levels are reasonably good, there is a signi�cant oscillation, indicating that

some dynamic parameters had errors or there were unmodeled nonlinearities. This

oscillation grew worse when the extra load was added, as shown in the middle plot.

Furthermore, in both cases, the open-loop controller takes much longer to settle at

the end of the trajectory.

5.3.4 Power consumption and thermal e�ects

The use of closed-loop operation with a �xed phase commutator (see Chapter 2) only

requires currents to be in the motor coils during motions and to reject disturbances.

In contrast, open-loop operation requires currents to be in the coils at all times.

Otherwise, any disturbance will cause the forcer to drift from its position, which

cannot be detected without added sensing.

It has been shown by others [75] that heating from open-loop operation can

cause forcer temperatures as high as 47�C (measured on the center of the inside of

the forcer housing), platen temperatures above 40�C, and local thermal deformations

of the platen as high as 60 �m. These tests involved very little motion of the robot,

and reects heating that occurs from resistive losses when it is stationary for tens

of minutes.

For comparison, closed-loop operation of the vole system was used to regulate the

forcer at a �xed location, with the tether in a natural position, which imposes a small

disturbance force on the device. The sensor electronics makes the inside of the forcer

inaccessible, so the center of one of the outside walls of the forcer body was used as a

temperature test point with a Tektronix P6602 temperature probe. A PD controller

was used to servo the forcer to a �xed position with gains (5.16) K1;1 = K2;2 =

160000 N/m, K3;3 = 250 Nm/rad, and Td1;1 = Td2;2 = Td3;3 = :011 s, corresponding

to natural frequencies of 50 Hz on the translational axes and 35 Hz on the rotational

axis with all axes critically damped. The temperature probe read a value of 25.2�C

for room temperature and only 26.5�C for the forcer body temperature after over 30

minutes. While these temperature numbers are not directly comparable with those
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from prior work [75], it is clear that under closed-loop operation, thermal e�ects

from resistive losses are negligible.

In an e�ciently-designed system, one would expect forcers to spend much of their

time moving. During motions, eddy currents are formed when the large magnetic

�elds of the forcer sweep across the platen surface. These electrical currents are

mostly a concern in the large continuous top surface of the platen, because the forcer

pole pieces are formed from laminations that help to minimize eddy current e�ects.

Dynamic temperature measurements are di�cult, but it is relatively easy to monitor

the power usage of the ampli�ers. This power gives an indication of the amount of

energy dissipated in the forcer and platen as eddy current heating, although it also

includes heating of the ampli�ers themselves. The power measurement also allows

a comparison of the relative e�ciency of open-loop and closed-loop operation of

planar motors, which is especially important for enabling tetherless operation of

these devices.

To this end, the forcer was commanded to move using a time optimal trajectory

with a distance of 0.4 m, peak velocity of 1.0 m/s, and acceleration of 10 m/s2 for

both open-loop and closed-loop operation (using the same gains as in the above tem-

perature test). A Tektronix A6303 non-contact current probe was used to measure

the current draw of the Copley 4212 ampli�ers during the motion, with the current

probe output sampled using an extra input channel of the A2D converter for the

coordination sensor in the vole system. The power usage of the ampli�ers in Watts

is computed by taking the product of the current measurement and the 120 V supply

voltage of the ampli�ers. Open-loop operation results are shown in Figure 5.7 and

closed-loop operation results are shown in Figure 5.8. The raw power measurements

sampled at 1000 Hz are shown with digitally �ltered versions that use a low-pass

�lter with two poles at 100 Hz to help eliminate some of the noise from the ampli�er

switching. The sensed velocity pro�les are also shown for reference.

For open-loop operation (Figure 5.7), the power usage rises with velocity, peaking

at 600 W for velocities of 1 m/s. For comparison, the mechanical power usage of

the forcer generating its nominal maximum force of 50 N at a velocity of 1 m/s

will require only 50 W of power. Most of the power usage must be going into

thermal heating of the platens, forcers, or ampli�ers. Note also that the steady-

state power usage of open-loop operation is 250 W. For comparison, the expected

thermal dissipation of the motor coils can be computed. The resistance of the 8
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Figure 5.7: Ampli�er power usage and forcer velocity for open-loop trajectory track-
ing.
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Figure 5.8: Ampli�er power usage and forcer velocity for closed-loop trajectory
tracking.
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actuator coils is roughly 1 
, and the nominal current in the coils is 3 A, giving a

power dissipation of 9 W per coil or 72 W total. In this case there is no signi�cant

motion of the forcer, so that the extra power must be dissipated in the ampli�er

or in eddy currents induced by high-frequency components of the PWM ampli�er

outputs.

In contrast, the closed-loop operation power requirements shown in Figure 5.8 are

much lower. Less than 70 W are used in the steady-state condition. For comparison,

the Copley ampli�ers require 65 W even when their outputs are disabled. The

peak power usage during the motion is 400 W, which is not much larger than the

steady-state power usage of open-loop operation. In addition, during the slew and

deceleration portion of the trajectory, only about 100 W more than the steady-state

operation appear to be required.

The reduced power usage of closed-loop operation allows for more compact am-

pli�er packaging and reduced thermal heating and thermal expansion of the forcer

and platen. Reduced energy consumption also partially enables the design of teth-

erless planar robots. Note that the energy used by each mode of operation is the

area under the power curves of Figure 5.7 and Figure 5.8. Numerically integrating

the �ltered power curves over the 1 s of data yields an energy usage of 420 J for

open-loop operation and 95 J for closed-loop operation, demonstrating the dramatic

reduction in energy usage possible with closed-loop operation.

While the performance gains shown in this chapter are important to consider,

the main advantage and motivation for closed-loop operation is in enabling new

modes of behavior for the planar robot. Instead of carefully scripted motions in

highly structured environments, closed-loop operation allows the robot to assuredly

explore and interact with unknown or uncertain environments without the danger

of losing track of its position.



Chapter 6

Hybrid control

It is most gratifying when a goal is

achieved through one's efforts.

Lucky Numbers 4, 6, 9, 10, 27, 29

Robot motion planning and control have traditionally been treated indepen-

dently, with the controller having no knowledge of workspace boundaries and ob-

stacles, and the planner having no knowledge of the details of control. Although

this approach can often lead to simple solutions with acceptable performance, if the

planning and control problems are coupled such that the plans would bene�t greatly

from information available only at runtime, this separation will yield substandard

results.

The controllers of the previous chapter require trajectories to move large work-

space distances if actuator saturation is to be avoided. This approach treats the

trajectory planning problem separately from the controller design problem. How-

ever, these problems are interrelated. The controller domain computation required

the trajectory's desired accelerations to be bounded, as these bounds are used to

compute a predicate for the controller that will ensure stability. A disadvantage

of this approach is that the time-slaved trajectory cannot be modi�ed once it has

begun. While the controller may dynamically respond to disturbances, if it falls

signi�cantly behind the trajectory command it may not be able to catch up again

without leaving the workspace path implied by the trajectory. This chapter explores

how motion planning can be included in the controller. Although this work has not

advanced beyond successful simulations (further work is required to properly han-

dle the limited-range rotation axis), it does demonstrate one method for combining

planning and control for solving the planar robot control problem.

121
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Recently, such hybrid control techniques have been used to move higher-level

decisions into the controller in a provably stable manner. Time-varying system

dynamics [116], state and control constraints [117, 100], disturbances [118], and task-

level programming of dynamic tasks [119] have been incorporated into controllers.

The main complication for motion planning of planar robots arises when multiple

robots share a single platen. In this case, a collision avoidance scheme [66] is neces-

sary. The task considered in this chapter is the transportation of products between

overhead devices. The traditional approach would be to consider this as a planning

problem and choose a collision-free set of trajectories for the robots. However, distur-

bances may make it impossible to track an aggressive time-parameterized trajectory,

resulting in controller saturation and overshoot which could lead to collisions. These

problems arise because an exact spatial and temporal path for collision-free motion

is an overspeci�c solution since generally any e�cient collision-free motion would be

acceptable.

An alternative, conceptually simple approach for collision avoidance is to pre-

de�ne reservation areas on the platen surface, where a robot would only move into

a new region if it can obtain exclusive access by negotiating with its peers. If a con-

troller can then be designed that will provide e�cient motion towards a goal state

in a region while guaranteeing that the robot will not leave the region, explicit tra-

jectories can be avoided, yielding feedback-based motion that will robustly respond

to a large variety of disturbances. The bulk of the work of this chapter concerns

the development of such a controller, restricted to a convex domain. While convex

domains are not su�cient for complex reservation area layouts, multiple controllers

can be used, as detailed more formally elsewhere [100], to form polygonal domains

by overlapping them such that the goal of one controller lies in the domain of the

next controller, eventually leading to the goal of the overall polygonal domain.

The planar robot control problem is now restated for this task. Assuming an

unoccupied convex region on the platen, �nd a controller that takes the robot from

any starting position within the region and a large selection of velocities to the

goal position of that region without leaving the region or violating the velocity,

acceleration, or actuator limits. The controller must regulate the robot's rotation

to prevent reductions in the force output. The limited actuator capabilities must be

carefully shared between these two tasks.
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6.1 Controller

For simplicity, the planar robot dynamics are modeled as

�q = u; (6.1)

with u; q 2 IR3. The actuator and velocity limits are

�(u) � 1 (6.2)

k _qkV � 1; (6.3)

where kqkV :=(qTV q)1=2. The function �(u) is a norm-like function with the property

that u=�(u) gives the largest achievable acceleration in the direction of u, computed

based on the equivalent norm-like function for forces (A.12),

�(u):=�(Mu); (6.4)

where M is the mass matrix of the robot.

A controller will also have an associated convex domain that restricts the robot

position

q(t) 2 P 8t � t0 (6.5)

P := fq 2 IR3 j �i(q) � 0g 8i 2 f1:::Ng (6.6)

�i := lTi q � ci; (6.7)

where the li and ci parameters encode the direction and distance to the half-planes

that make up the boundary of the domain. They are de�ned such that klik = 1 8i 2
f1:::Ng, lTi lj 6= 1 8i 6= j 2 f1:::Ng, and N � 4. Note that P includes both

translation and angle constraints.

For reasons described below, the boundary directions li and velocity norm k � kV
must be related by

(DqkqkV )T li = 0 8q 2 IR3 jqT li = 0; (6.8)

where Dq is the partial derivative operator relative to q. Examples that satisfy

(6.8) include a standard 2-norm with any boundaries, and a scaled 2-norm with its

principle axes parallel to the boundaries.

The strategy for the controller design is to start with a distance function  such

as

(q) :=
X

i21:::3

kqi � q�i k2
kqi � q�i k+ �i

; (6.9)
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Figure 6.1: A vector �eld v̂ derived from (6.9) de�nes a desired velocity at each
position for the controller. (left: �1 = �2 = 5, right: �1 = 2; �2 = 8)

where q� is the desired rest position for the system. Other choices for  are possible,

provided the function is positive de�nite about q�, has a bounded gradient, and a

positive de�nite Hessian, D2
q. The transposed Jacobian (gradient) of , Dq

T , can

then be used as a position dependent velocity command

v̂(q) = �V +DT (q); (6.10)

where the symmetric, positive de�nite matrix V + is used to scale D such that

kv̂(q)kV < 1 8q 2 P. Figure 6.1 shows an example 2-D vector �eld, v̂(q), for two

di�erent choices of the � parameters.

Three controllers are combined such that (q�; 0) is reached without violating

constraints (6.2)-(6.5). A velocity controller regulates the velocity to that given by

v̂(q), but requires that the velocity already points roughly in the correct direction.

This controller is su�cient if the overall controller is always activated with _q = 0, but

it is desirable for the controller to activate at non-zero velocities for more e�cient

transitions between sequences of convex controllers.

Thus, an additional controller is necessary. Ideally, this controller would start

from any q 2 P and any velocity and bring the system into the domain of the

velocity controller. However, there will be starting conditions that will inevitably

lead to boundary violations. It is necessary to de�ne the savable set, S, as those
(q; _q) for which a controller exists that brings _q to zero without violating constraints

(6.2)-(6.5). It is di�cult to design a single controller that has a domain of S, as it
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requires careful consideration of the boundaries, while also e�ciently bringing _q to

v̂(q). However, a stop controller designed to bring _q to zero for any starting condition

in S can be combined with a join controller that seeks to take over from the stop

controller as soon as possible and bring _q into the domain of the velocity controller.

The domain of the stop controller is the entire savable set S, which in turn

contains the domain of the join controller, which contains the domain of the velocity

controller. The sequencing of these controllers is designed to be monotonic{the

stop controller leads to the join controller leads to the velocity controller, with no

\backwards" transitions. The remainder of this section presents these controllers

more formally.

The use of such a control strategy was proposed previously [100], but as detailed

below, the join controller has been modi�ed to have a much larger domain, allowing

it to take over from the stop controller much sooner. The implications of the more

complicated actuator bounds of the planar robots are also addressed.

6.1.1 Stop controller (�S)

Unfortunately, the form of the acceleration constraint �(u) complicates the formu-

lation and demonstration of a controller with a domain of S. The arguments in

prior work [100] rely on having 2-norm acceleration limits. While these arguments

have been extended to include scaled 2-norms, their extension to a general convex

limit such as �(u) remains in progress. Note that the stop controller's primary pur-

pose is to extend the domain of the overall system to S to improve transitioning

performance between convex controllers in certain cases. However, for the planar

robot control problem, this mode of operation is not typically excited and the stop

controller can be omitted.

6.1.2 Velocity Regulation (�V )

The velocity �eld given by v̂(q) is used as a position dependent velocity command

for (6.1) in the controller

u = �k�(q; _q)( _q � v̂(q)) + �(q; _q)Dv̂(q) _q; (6.11)

where k is a positive scalar gain for the \velocity regulation" term, which is scaled

by �(q; _q), as de�ned below. The second term acts as a feed-forward acceleration to



126 CHAPTER 6. HYBRID CONTROL

track the desired velocity surface V := f(q; _q) 2 TPj _q � v̂(q) = 0g, where TP is

the tangent bundle of P.
The domain of the controller consists of the union of two sets, the �rst a neigh-

borhood of V,
Nv :=

�
(q; _q) 2 TP

����12( _q � v̂)T ( _q � v̂) < �v

�
; (6.12)

and the second the set

N! := f(q; _q) 2 TPj0 � � � 1; k!k < �!g; (6.13)

where � := v̂T _q
v̂T v̂

and ! := (I � v̂v̂T

v̂T v̂
) _q are used to decompose _q as �v̂ + !. Note that

N! is a neighborhood of the states where _q is \aligned with" and \smaller than"

v̂. The parameter �! is chosen such that �(�Dv̂ _q) < 1 for (q; _q) 2 N!. The scale

parameter � is set to 1 for (q; _q) 2 Nv; otherwise it is dynamically chosen to scale

the feedback term of (6.11) by the range 0 < � � 1 so that �(u) = 1. Parameter �v

is chosen such that �(u) � 1 8(q; _q) 2 Nv. It is then straightforward to show1 that

(6.2) is satis�ed over the controller domain Nv[N!.

Stability of this controller in the absence of any external constraints can be seen

by considering

� = (V +kq) +
1

2
_qT _q (6.14)

as a candidate Lyapunov function for (6.1) under the inuence of (6.11) about q�.

Taking the time derivative of (6.14) along the trajectory of the system yields

_� = DV +k _q + _qTu; (6.15)

and substituting (6.10) and (6.11) gives

_� = �k(1� �)v̂T _q � k� _qT _q + � _qTDv̂ _q: (6.16)

The �rst term is identically zero for (q; _q) 2 Nv (because � = 1) and negative

semide�nite in the state for (q; _q) 2 N! (because v̂T _q � 0). The remaining terms

are also negative semide�nite in the state, and we can conclude that limt!1 _q = 0.

Finally, by recourse to LaSalle's Invariance Principle [120], limt!1 (V +kq) = 0 and

q converges to q�.

1One necessary assumption is that the parameters of (6.9) and (6.10) are chosen such that
�(u) < 1 8(q; _q) 2 V.
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Proposition 1 Under the inuence of (6.11) the surface W:=f(q; _q) 2 TPj! = 0g
is both attractive and invariant over Nv[N!.

This can be easily seen by considering the Lyapunov function

�! =
1

2
!T!: (6.17)

After taking the derivative of (6.17) along the trajectories of the system under the

control (6.11), it can be shown (Appendix C) that

_�! = �k�!T!; (6.18)

which allows us to conclude that ! converges to zero.2

Proposition 2 Under the inuence of (6.11) the surface D:=f(q; _q) 2 TPj� = 1g
is both attractive and invariant over W.

Similarly, this can be seen by considering the Lyapunov function

�� =
1

2
(� � 1)2: (6.19)

After taking the derivative of (6.19) along the trajectories of the system under the

control (6.11), it can be shown (using algebra similar to that in Appendix C) that

_�� = (� � 1)
_qTDv̂

v̂T v̂
! � (� � 1)2k�: (6.20)

The �rst term is zero for (q; _q) 2 W (because w will be zero), and the second is

negative de�nite in (� � 1), so we can conclude that � converges to 1.2

Combining these propositions, it is easy to show that the controller (6.11) will

drive the state to W, and then to W\D = V, and we can conclude that V is both

attractive and invariant for the entire controller domain, Nv[N!.

The design of this controller requires choosing the velocity limit V +, and any

parameters of the particular  form such that constraints (6.2)-(6.5) are not violated.

The acceleration constraint (6.2) was discussed earlier. The velocity constraint (6.3)

will be obeyed if the time derivative of k _qkV decreases when k _qkV = 1. Details are

omitted here, but it can be shown that (6.3) will not be violated under this control

policy.

The �nal constraint on position (6.5) must also be examined. As the velocity

controller has no knowledge of the boundaries, the designer must ensure a priori
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that they are obeyed. One problem occurs if the \trajectory" implied by v̂ starting

at any (q; _q) 2 V leaves P. This case can be avoided if the parameters are chosen

such that

v̂(q)T li > 0 8i 2 f1:::12g; fqj�i(q) = 0g; (6.21)

i.e. v̂ always points towards the interior of P along its boundaries. In addition,

system trajectories within the domain must also not leave P. A Lyapunov-based

derivation of a suitable condition for parameters was sketched in [100], although for-

mal demonstration of this constraint has not been developed. In practice, reasonable

values for V + and � do not exhibit this defect.

6.1.3 Join controller (�J)

The join controller has three components

u = �aua + �bub + �sus: (6.22)

As de�ned below, ua is designed to avoid boundaries while using a time-varying

fraction �a of the total acceleration capability, ub is designed to push � =
v̂T _q
v̂T v̂

into the

range 0 � � � 1, and us is designed to steer the velocity by reducing any undesirable

components. As detailed below, the � values are chosen somewhat conservatively so

that (6.2) is not violated, with the avoidance taking priority over braking, which has

priority over steering. Each of the three u's will be designed with the properties

uT _q � 0 (6.23)

uTV _q � 0: (6.24)

With these properties it is easy to show that the join controller will (in the worst

case) bring _q to zero, which is in the domain of the velocity controller. With property

(6.24) it is easy to show that the velocity constraint (6.3) will not be violated.

Boundaries are avoided by computing the ratio �i of the required stopping dis-

tance to each boundary to the distance to that boundary

�i =
max(�lTi _q; 0)2=2ul;i

�i
; (6.25)

where ul;i =
li

�(li)
is the maximum acceleration that can be generated normal to the

ith boundary. The net direction of the avoidance control is given by ua =
P

i �iul;i,
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with magnitude �a =
P

i �i. It is easy to show that (6.23) is satis�ed, but ua may

act to increase the scaled velocity norm k _qkV in certain cases, possibly leading to a

violation of (6.3). However, (6.8) ensures that the velocity norm and the boundaries

are \aligned" such that this violation is impossible.

The braking control is simply de�ned with direction

ub =

8<
: 0 0 � � � 1

� _q
�( _q)

otherwise;
(6.26)

and magnitude

�b =

8<
: 1 � �a ub 6= 0

0 ub = 0:
(6.27)

The steering control uses the remaining acceleration capability, if any, to reduce

velocities normal to the local desired velocity. This normal may be de�ned based on

a Euclidean norm or a scaled norm that reects the velocity limits

us1 = �
 
I� v̂v̂T

kv̂k2
!
_q (6.28)

us2 = �
 
I� v̂v̂TV

kv̂k2V

!
_q: (6.29)

Note that us1 will never increase k _qk while us2 will never increase k _qkV . Also,

(we claim) at any given instant, either us1 will decrease k _qkV or us2 will decrease

k _qk. In this case, the steering direction can be chosen as

us =

8<
: us1 _qTV us1 < 0

us2 _qTV us1 � 0
(6.30)

to guarantee that the steering control will not violate the velocity constraint and

not increase the Euclidean velocity norm. The steering magnitude is chosen to use

any available acceleration (reduced near �(us) = 0 to prevent chattering) as

�s =

8>>><
>>>:

1
�(us)

(1 � �a � �b) �(us) > �s

�(us)
�2s

(1 � �a � �b) �(us) � �s:

(6.31)

The domain of the overall join controller is given by constraints (6.2), (6.3),

and (6.5) together with one additional constraint,
P

i �i < 1, to guarantee that the

avoidance controller will not activate if it might be overwhelmed. The goal of the
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Figure 6.2: Position traces for three simulations A, B, C with di�erent starting con-
ditions but identical boundary P (dashed lines). Controller switches are indicated by
codes (j=join, vw=velocity controller in N!, v=velocity controller in Nv). Symbols
(+, �, �) demarcate 5 msec time intervals.

join controller, expressed in terms of � and ! from the previous section, is the set

f(q; _q) 2 TPj! = 0; (0 � � � 1)g, which is a subset of the domain of the velocity

controller, �V .

6.2 Results

Simulations with varying starting conditions were performed to demonstrate reason-

able controller behavior, at least anecdotally. All simulations use the planar robot

and controller parameters given in Table 6.1.

The �rst simulation shows a case where the controller becomes active with the

robot rapidly approaching the boundary of P. The translational position domain is

shown in Figure 6.2 along with the vector �eld v̂ and the position trace (marked with

+). The position trace begins (A) with the join controller (j) being activated. In this
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x y �

k 800 s�1 800 s�1 800 s�1

� 0.05 m 0.02 m 0.01 rad
V + 1.0 m/s 1.0 m/s 0.5 rad/s

diag(V ) 1.0 s2=m2 1.0 s2=m2 4.0 s2=rad2

Table 6.1: Simulated controller parameters

case, the robot is headed in the wrong direction, so the join controller brings it to

a stop. Next, the velocity controller with the system state in N! (vw) increases the

velocity, bringing the system into Nv (v), which leads the robot to the goal (G) at

the origin. Note that controller switches occur in the proper sequence. Although not

shown here, the angle also starts with an initial error and a velocity of the incorrect

sign. However, the controller smoothly handles both the angle and translational

errors.

The second simulation shows a case where the controller becomes active with the

robot headed towards the goal with a velocity larger than v̂. The position sequence

(B) in Figure 6.2 shows the join controller starting with its braking component active

to reduce �. After su�cient braking, the system state directly enters Nv and the

velocity controller (v) takes over and moves the robot to the origin.

The �nal simulation shows the robot headed roughly perpendicular to the goal

with a large velocity. Position sequence (C) in Figure 6.2 shows the join starting with

its braking component active for a short time followed by the steering component.

In this case, a component of the initial velocity pointed towards the goal, so that

complete stopping was unnecessary. In practice, we expect this case to be the most

common when multiple convex region controllers activate one another in succession.

6.3 Discussion

Simulation results demonstrated good performance in a wide range of situations,

simultaneously avoiding region boundaries, angle limits, and actuator limits. How-

ever, experiments using the normag1 and normag2 systems with this controller have

uncovered some de�ciencies of the controller design. The main implementation di�-

culty was the tuning of controller parameters of the angle axis. This axis is primarily
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used in a regulation mode during robot motions, but the controller parameters are

related to motion and velocity pro�les that are not directly relevant. The angle in-

accuracies are also a signi�cant fraction of the rotational limits of the device, which

caused the monotonicity of the controller sequencing to break. The controller would

reach the goal, but the monotonicity of the controller sequences was violated due to

the angular errors, resulting in some momentary chattering that slowed the progress

towards the goal.

For a more successful implementation of this controller, the design of the angle

axis needs to be di�erent than that of the translational axes. Rather than parameters

that are used to design workspace motions, parameters for this axis should be related

to regulation performance. It is relatively straightforward to rede�ne the distance

function  (6.9) to have a more appropriate parameterization for the rotational axis

or, more generally, any axis that will be operated in regulation mode during the

active use of the controller.

While the experimental performance of these controllers was not impressive, the

experiments did demonstrate, at least anecdotally, the robustness of the approach.

Despite the persistent disturbance in the angle measurement, the robot did reach

its goal without over-rotating or violating the other constraints on position and ve-

locity. However, the important result from this chapter is that it is possible to build

controllers for the planar robot that can respond naturally to uncertainties with-

out intervention by higher-level processing. Instead of only knowing how to tightly

track a moving or stationary setpoint, this controller knows how to actually move the

robot from any initial state to a goal position in a provably stable manner. What is

usually a function implemented in a robot control language becomes a servo-level be-

havior for the planar robot. Moving is perhaps the simplest manipulation behavior.

The techniques of this chapter can possibly be used to develop controllers for other

manipulation behaviors. It is important to note that the simplicity of the low-DOF

planar robot is instrumental in keeping the math of this chapter manageable.



Chapter 7

Minifactory

The primary application for the planar robot is the Architecture for Agile Assembly

(AAA) [66, 121], developed in the Microdynamic Systems Laboratory concurrently

with the work described in this dissertation. AAA is designed to enable the develop-

ment of rapidly deployable assembly systems through the use of physically, compu-

tationally, and algorithmically modular robotic agents. The primary research goal of

the ongoing AAA research project is to demonstrate that this modular, distributed

approach can greatly simplify and accelerate the tasks of designing, programming,

constructing, calibrating, debugging, operating, and recon�guring assembly systems.

The minifactory [64, 67, 68, 69] serves as an instantiation of AAA for a partic-

ular domain: the assembly of small mechatronic products that have short market

lifetimes, such as pagers, cellular phones, cameras, and wearable computers. In the

minifactory, shown in Figure 7.1, a set of �eld-joinable platens are clamped together

to form an extended, continuous workspace. Modular bridges are positioned above

the workspace where overhead devices, such as 2-DOF manipulators, parts feeders,

welders, screwdrivers, glue dispensers, etc. can be quickly mounted. Planar robots

operating on the extended platen surface serve as sub-product couriers in the mini-

factory, which have a dual-role of transporting the products between the overhead

devices and cooperating with the overhead devices during part placement and other

tasks. Each platen is supported by a base-unit, which also provides the minifactory

bus for the robotic agents, with air, vacuum, power, and network facilities available

in a single modular connector.

When the two translational DOFs of the courier are used cooperatively with a 2-

DOF z, � manipulator, they can together perform any of the broad class of assembly

operations that SCARA robots are typically called upon to perform. However, as

133



134 CHAPTER 7. MINIFACTORY

Figure 7.1: The minifactory is a rapidly-deployable assembly system composed of
low-DOF robotic agents.

detailed in [65], the use of cooperative 2-DOF robots has advantages over typical

robotic assembly systems. Splitting the DOFs allows pipelining of tasks { the courier

can transport the sub-assembly to the next manipulator while that manipulator picks

a part from a nearby feeder and moves it into placement position, whereas a SCARA

would need to dedicate all of its DOFs to one of these tasks. This split also enhances

system modularity { overhead devices for many types of operations and levels of

performance can be simply clamped to the bridge, each one relying on the courier

as a precision stage as needed. Each robot will have a short path to mechanical

ground, minimizing transmission and link dynamics, and simplifying kinematics,

dynamics, and control. By eliminating the mass associated with additional links,

the robots can be sized more appropriately for the size of the products, reducing

oorspace requirements, which is especially important for cleanroom applications.

This reduction in robot and actuator size combined with the limited and well-de�ned

robot workspaces also makes the system much safer, which is important when people

are required for �lling parts feeders and system debugging and maintenance.

Another important minifactory attribute is ubiquitousness of high-precision ma-

nipulation capabilities. Operations requiring precisions as low as a single micron
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can be performed using the standard minifactory agents. It is not necessary to de-

sign special workstations isolated from the main assembly line to perform precision

operations. The use of low-DOF robots makes it easier to provide this level of pre-

cision by eliminating long serial chains and transmissions. Planar robot technology

provides high-precision operation over a large workspace at a reasonable cost.

There is no master factory \program." Each agent has its own program where

it will try to accomplish a sequence of part or product transport and cooperative

assembly operations, negotiating with its peers for the use of shared resources. This

distributed programming eliminates the need for the factory programmer to develop

a program that must consider dozens of interacting robots. Instead, when developing

an agent program the factory programmer can limit his attention to a small section

of the factory.

7.1 Minifactory agents

The rapid deployment requirements of the minifactory impose strong conditions on

the robotic agents used in the system. A designer must be able to have a high-�delity

simulation of the factory for early factory design, so there must be good models for

the geometry and performance of the agents. To speed factory setup, agents must

be physically modular, quickly attaching to the system with clamps, and getting

all their required power, pneumatic, and communications services from the single

minifactory bus connector.

For scalability reasons, the minifactory avoids the use of central resources. Agents

must interact on a peer-to-peer basis. Without a global overseer to verify each agent's

proper operation, each agent must be trustworthy { it must faithfully report its state

to other agents, and not do anything that it hasn't told its relevant neighbors about.

Each agent must then not only know its own state, but must be able to limit its

future states to those states that their peers have agreed are acceptable. If a courier

says it will stay out of region A, it must not enter that region or a collision may

occur. If an courier agent tells a manipulator agent that it is at position A when it

is really at position B, a part may be placed incorrectly or dropped onto the platen.

These types of failures can easily cascade, requiring the entire factory to be reset

and restarted.
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An implication of distributed programming in the minifactory is that agent in-

teractions are asynchronous and dynamically negotiated. Without the lockstep,

pre-programmed motions seen in workcells and �xed automation systems, it is more

di�cult to foresee all possible courier motions and disturbances. The robustness

guarantees of closed-loop operation become important for ensuring the trustworthi-

ness of the courier agents in the presence of this added uncertainty.

With the use of low-DOF robotic agents, e�cient cooperation between agents

becomes very important. Cooperation may be best accomplished by several di�erent

methods, depending on the task. One agent may simply request that another move

to a rendezvous position and wait while it performs some operation. An example

is a simple placement operation where an overhead manipulator places an object

on a sub-assembly that is positioned appropriately by the courier. A slightly more

complex method for cooperation is a coordinated trajectory between the two agents.

An example would be the assembly of a key-like part that needs to be inserted then

twisted. If this were a low-precision operation with little or no contact forces, it could

be performed by pre-planning appropriate trajectories for a courier and manipulator

agent and using the minifactory network to synchronize the starting time of the

trajectories. Couriers under open-loop operation would be suitable for these types

of coordination, but closed-loop operation would allow improved precision, higher

velocities, and robustness to uncertainties.

There are other richer methods of agent coordination. One method is coordi-

nation by physical interaction, where the agents coordinate their actions based on

forces transmitted between them. A compliant insertion operation is a simple exam-

ple, where a courier would assume the proper compliance relation and a manipulator

would perform the insertion. This type of operation could not be performed by an

open-loop courier, as its only operating mode has a very large sti�ness. Even if

an open-loop courier were augmented with a force sensor, only low-bandwidth op-

erations could be performed to avoid exciting the underdamped harmonics of the

open-loop controller.

Another method of coordination is the use of non-contact sensing between the

agents. This sensing could come in the form of the upward-facing coordination

sensor on a courier, a downward-facing camera on a manipulator, or a proximity

sensor on either agent. In this case, one agent would process the sensing information

and transmit the resulting error measures to the other agent over the minifactory
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network. Both agents would then respond appropriately to the error signal, based

on their programs for this task. These types of coordination could be performed

with a courier under open-loop operation in principle, but would have to either be

implemented as a look-and-move operation or limited to very low velocities, neither

of which would permit dynamic interactions or coordination between agents.

Although the minifactory project is still a work-in-process, the courier agents

have been substantially implemented. The following sections describe several mini-

factory related operations designed to highlight both the usefulness of the planar

robot and the bene�ts of closed-loop operation.

7.2 Factory initialization

When the minifactory is assembled, it would take too much time to precisely mount

the overhead robots such that they match the factory design. It is also inconve-

nient to have to manually move all the couriers to known positions when starting or

restarting the factory. Instead, the minifactory requires agents that can automati-

cally initialize and collectively discover the precise mounting location of every agent

and platen boundary in the system.

Because the overhead devices have small workspaces, the couriers are required to

do most of the work of factory initialization. Couriers must �rst initialize themselves.

Their platen sensors can only measure positions relative to their arbitrary starting

position, so the couriers must explore their environment to discover enough features

to localize their position. In addition, the skew angle of the courier must be manually

aligned to within a few degrees or the actuators will not function properly.

7.2.1 Skew angle initialization

In commercial Sawyer motor systems, the forcers must be manually aligned with the

platens during system startup. This operation is easier if there are currents in the

actuators that correspond to a �xed open-loop position command. In this case, there

will be several rotational detents near the zero skew angle, spaced by approximately

0:6�, depending on the size of the actuator teeth. It requires good lighting and

eyesight to align the edge of the motor with the vertiginous grid of platen teeth, and

requires good dexterity to twist the motor into the proper 0� detent. However, the
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platen sensor is operational over a rotational range of several degrees and has been

used to detect a misalignment at startup. If the misalignment is within the working

range of the actuators, it can also be automatically corrected, eliminating the need

for the factory operator to struggle with courier alignments. Manual alignment of

the couriers to within the operating range of the actuators (approximately 1:8� for

the Normag forcers) is extremely easy.

A realignment routine has been implemented that locks the courier position using

an open-loop controller and reads the sensor to determine whether the forcer is

aligned, misaligned, or unrecoverably misaligned. If it is unrecoverably misaligned

the user is alerted. If it is misaligned, an open-loop rotation command is used to

correct the motor alignment. This process repeats until the motor is successfully

aligned, at which point the tooth counts for each sensor segment are reset to zero,

and closed-loop operation can commence.

7.2.2 Startup exploration

After the couriers have determined and corrected their skew angles, it is necessary

for them to explore their environment. The two main tasks are to locate the platen

boundaries (which will have bumpers) by bumping into them, and to locate the

overhead devices by detecting their LED beacons with the coordination sensor. In

addition, there may be multiple couriers exploring the same portions of the factory

simultaneously, so the couriers also need to be able to detect and recover from col-

lisions. An open-loop courier would need some form of contact sensing around its

perimeter and would have to proceed very cautiously to minimize collision impacts

which can easily excite the sti�, underdamped dynamics, resulting in an unrecover-

able rotation.

In contrast, closed-loop operation can be used for exploration without extrinsic

force sensing. The disturbance estimator of Section 5.2 can be used to provide a

measure of the external forces acting on the forcer at bandwidths of 50 Hz. In

addition, the instabilities that arise when a sti� robot transitions from free-space

motion to contact motion can be eliminated by using an impedance controller.

To demonstrate this mode of closed-loop operation, a simple exploration task

was designed. The courier, starting at an arbitrary location, is to map out the

boundaries of its workspace. For simplicity, we assume the boundaries are within
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the range of the courier's tether, boundaries are orthogonal to the tooth grid on the

platen, and there are no obstacles internal to the boundary.

Starting in the workspace, the courier �rst must �nd a boundary. Assume,

without loss of generality, that the initial search is in the direction of the courier's

�rst translational axis. An impedance controller of the form

uw1 = �b1 _q1 + fd1 (7.1)

is applied to the courier's �rst translational axis. Note that for unconstrained motion

with no disturbances, the courier will not exceed a speed of _q1 = b1=fd1. The damping

parameter b1 is chosen based on this desired free-motion speed. When contact is

made with a boundary, the controller will push with a force of fd1, which is chosen

high enough so that tether disturbances will not be able to pull the forcer away from

the boundary. Note that both free-space and contact modes are handled by a single

controller so that chattering instabilities are avoided. The second translational axis

uses a simple PD regulation controller

uw2 = �k2(q2 � q�2) + kd2 _q2 (7.2)

with the desired position q�2 �xed at the initial courier position, and proportional

and derivative gains k2 and kd2 chosen appropriately. The rotational axis uses a

non-linear regulation controller of the form

uw3 = �k3(q3 � q�3)� kc;3(q3 � q�3)
3 � kd3 _q3; (7.3)

where kc;3 is a non-linear position gain designed to prevent large motor rotations.

This non-linear gain allows the proportional position gain k3 to be smaller, which

reduces audible noise caused by the angle servo responding to small disturbances

stemming from angle accuracy errors. These three axis controllers can be combined

into a single hybrid1 impedance bump controller.

The bump controller was implemented on the normag2 system, with gains given

by k2 =58000 N/m, k3 =100 Nm/rad, kd2 =616 N/m/s, and kd3 =1.5 Nm/rad/s.

To allow su�cient force to overcome tether forces, fd1 =20 N, and to specify a

maximum velocity of 0:5 m/s, b1 =40 N/m/s. The courier was positioned so that

moving in the �y direction will cause it to bump into an e�ectively rigid obstacle.

1Hybrid in this context refers to the use of di�erent types of controllers in di�erent directions.



140 CHAPTER 7. MINIFACTORY

−0.01 0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08
−1

−0.5

0

0.5

1

1.5

2
x 10

−3

t [sec]

y 
po

si
tio

n 
[m

]

−0.01 0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08

−0.2

−0.1

0

0.1

0.2

t [sec]

y 
ve

lo
ci

ty
 e

st
im

at
e 

[m
/s

]

−0.01 0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08
−30

−25

−20

−15

−10

−5

0

t [sec]

y 
fo

rc
e 

co
m

m
an

d 
[N

]

−0.01 0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08
−20

0

20

40

60

80

t [sec]

y 
di

st
ur

ba
nc

e 
es

tim
at

e 
[N

]

Figure 7.2: An impact with a rigid obstacle produces bouncing, but no controller
instability.
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The obstacle was also centered so that the impact would not generate signi�cant

torques on the forcer. The commanded forces, disturbance estimates, and positions

before, during, and after the collision are shown in Figure 7.2. For t < 0, the forcer

approaches the boundary at a velocity of 0:24 m/s. This velocity is slower than the

maximum 0:5 m/s design velocity because the controller does not feed-forward the

damping e�ects discussed in Chapter 3 or the tether disturbance forces. After the

impact, there is an oscillation in the x2 direction of motion, which is to be expected.

Note that the commanded force, uw2, also oscillates, but is smooth2. With a single

controller handling both cases, there is no instability caused by the transition from

the free-space motion to contact, and the bouncing is dissipated by the impedance

controller and other damping in the system within 60 ms.

After the higher-level controller detects that the courier has stopped moving, the

bump controller will be pressing against the boundary with a force of fd1. For this

boundary exploration, the next step is to �nd the extent of the current boundary.

A slide controller which is similar to the bump controller above, but has impedance

controllers in both the translational axes, is used to slide along the wall without

losing contact. Two other appropriate controllers are used to notify the higher-level

controller that the end of the boundary was found, and whether it is an internal

or external corner. The process is then repeated so that the courier will discover

the entire boundary. This boundary exploration was implemented on the normag2

system using obstacles set up on one half of the Normag platen. Results are shown

in Figure 7.3. With the maximum velocity set to 0.4 m/s, the 3.48 m perimeter is

explored within 18.5 s3, for an e�ective exploration velocity of 0.18 m/s, including

localization of the �rst boundary.

The courier also needs to �nd the overhead devices. An exploration algorithm

has been developed by Butler, et. al. [70, 71] that creates a map of the overhead

device locations and platen boundaries using multiple couriers. Experimental im-

plementation of this technique is in progress using the controllers presented above.

Preliminary experiments suggest that closed-loop operation allows exploration to

2The discretization visible in the uw2 plot is because the controller command is only updated
at 1 kHz rather than the 5 kHz commutation rate.

3Any form of cognition is beyond the scope of this experiment, so completion of the boundary
loop is not detected.
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Figure 7.3: Perimeter following results (a) con�guration space courier position trace
(numbers indicate elapsed time) (b) courier force commands (c) courier velocities.
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Figure 7.4: Block diagram for tracking of overhead beacons

proceed more than twice as fast compared to an open-loop courier augmented with

contact sensors4.

7.3 Multi-robot coordination

Experiments have been performed using both the coordination sensor and an end-

point camera on an overhead manipulator to demonstrate both high-speed tracking

and precision visual positioning, both which are expected to be important for coop-

erative minifactory tasks.

7.3.1 High-speed tracking

To demonstrate the types of high-speed, dynamic interactions that are possible with

closed-loop operation, the coordination sensor is used for simple coordination be-

tween a courier and an overhead manipulator. The manipulator and courier begin

in positions such that the LED beacon on the manipulator's end-e�ector is within

view of the courier's coordination sensor. The courier's task is to track the position

of the manipulator's LED beacon. There is no communication between the agents.

A block diagram of the courier's beacon tracking controller is shown in Figure 7.4.

A PD controller is used for the basic control of the courier. A nonlinear function

of the coordination sensor position output, which is itself proportional to the o�set

between the courier position, q, and the beacon position b, serves as a velocity

command for the courier controller. This velocity command is also integrated and

4Actually, the platen sensor output was used to simulate contact sensing
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used as the position command of the courier controller. The nonlinear tracking

function is used to balance the tradeo� between responding strongly to large tracking

errors and stable operation at rest.

A (z; �) overhead manipulator was �rst commanded to follow a sinusoidal trajec-

tory using its rotational axis. An LED beacon on the end e�ector of the manipulator

72 mm from its center of rotation was used as the tracking target. The manipulator

was commanded to track a sinusoidal trajectory with a total travel of � rad at a fre-

quency of 6 rad/s, which was near the limits of the manipulator velocity limits. The

beacon height was approximately 80 mm above the coordination sensor. Figure 7.5

shows the coordination sensor outputs, converted to position tracking errors in the

x; y plane of the courier, together with the position and velocity of the courier. Note

that the tracking error is rather large, but is smaller than the �eld of view of the

coordination sensor (about 30 mm) for the height of the beacon for this test, which

was approximately 80 mm above the coordination sensor, so that signi�cantly higher

tracking velocities are possible. If tracking error is important, sti�er tracking gains

or integral gains can be used.

To test the limits of the tracking ability, a handheld beacon was manually waved

above the courier. The resulting beacon motion is di�cult to characterize, but the

tracking results of Figure 7.6 show courier velocities above 1 m/s while tracking

errors do not rise much above 20 mm.

7.3.2 Precision visually guided positioning

Others [122] have used the closed-loop courier to perform visually-guided positioning

of a small medical device. The results of their work are summarized in this section.

An overhead manipulator holds a 3 mm square medical device, to be positioned

relative to a similarly sized part held in a palette on the courier. The manipulator

has a camera, shown in Figure 7.7, and the relative positions of the two parts are

tracked at frame rates. The errors in the part placement are translated from camera

coordinates to courier coordinates and transmitted to the courier using the network-

ing infrastructure of the minifactory. A simpli�ed block diagram of the cooperative

visual controller is shown in Figure 7.8, where H represents the visual processing

algorithm, Gc contains a position and integral gain for the visual controller, and J

maps from image coordinates to courier coordinates.
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Figure 7.5: Closed-loop tracking of overhead manipulator beacon
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Figure 7.6: Closed-loop tracking of handheld beacon
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Figure 7.7: Robotic system for visually guided positioning (from [122])

Figure 7.8: Block diagram for visually guided positioning (from [122])



148 CHAPTER 7. MINIFACTORY

0 5 10 15 20 25

−0.6

−0.4

−0.2

0

0.2
u 

po
s 

(m
m

)

Desired postion  
Measured position

0 5 10 15 20 25
0.1

0.2

0.3

0.4

0.5

v 
po

s 
(m

m
)

Desired postion  
Measured position

0 5 10 15 20 25

−5

0

5

co
ur

ie
r 

ve
lo

ci
ty

(m
m

/s
)

Commanded y velocity

↑

Commanded x velocity
↓

0 5 10 15 20 25
−2

0

2

4
x 10

−3

co
ur

ie
r 

th
et

a 
(r

ad
)

0 5 10 15 20 25
−3

−2.5

−2

−1.5

m
an

ip
ul

at
or

 th
et

a 
(r

ad
)

time(sec)

Figure 7.9: Results for visually guided positioning (from [122])
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Starting from a rest position, the manipulator was rotated at a velocity of

0.052 rad/s to act as a disturbance to the visual servoing. The resulting courier

velocity is approximately 5 mm/s. The resulting tracking errors over 25 s of motion

converged to mean errors of 1 �m and standard deviations of 14 �m, as shown in

Figure 7.9. For reference, one pixel of the camera corresponds to approximately

10 �m. After motion began, it took approximately 2 s for the tracking error to con-

verge to the steady-state condition. Platen sensor angle measurement inaccuracies

as the courier moved were blamed for the small remaining 14 �m of tracking noise.

7.4 Discussion

Planar motors are a key technology in the minifactory instantiation of AAA. The

ability to provide fast motions over a large workspace is critical for providing reason-

able performance of the minifactory system. Frictionless operation allows for precise

positioning, and the platen acts as a repeatable position reference over the entire

factory. The large peak force to mass ratio allows for fast motions and large sti�-

nesses. The compact size dramatically decreases the overall factory size, and makes

them very safe. Note that all these arguments apply to the planar motor operated

in stepping mode.

However, without the work detailed in this dissertation, planar motors would

be unacceptable for use in the minifactory. Although the performance advantages

of closed-loop control detailed in Chapter 5 are helpful in providing quantitative

improvements to factory performance that will expand its economically feasible do-

main, the qualitative changes in operation that allow for dynamic interactions with

the environment and other robotic agents are absolutely critical for ensuring the

reliable performance of the overall minifactory system.



Chapter 8

Application: A miniature mobile parts feeder

Although the experiments of the previous chapter demonstrate a number of ways

that the planar robot can interact with its environment and other robots, explicit

manipulation tasks were limited to positioning.

In this chapter the planar robot is used for a form of distributed manipulation

[105] { the use of a single rigid body to simultaneously manipulate multiple parts.

The manipulation occurs in multiple locations over the surface of the body, en-

abling e�cient parallel and/or pipelined operation while requiring only a single set

of actuators{those needed for moving the body itself. The theoretical problem is to

�nd a shape and motion for the body so that multiple parts can be manipulated in

a useful manner. A related practical problem is the design of the actuation system

to realize the desired body motions.

Many have considered combining relatively simple body shapes with vibratory

motions, as depicted in Figure 8.1. Traditional vibratory feeders (a) use inclined

vibrations to move parts along a feed track or up a spiral track on the inside of a bowl

[123]. Traps or gates are often placed along the feed path to �lter out incorrectly

oriented parts. Rotational vibrations (b) of a plate [124] have also been used to

orient and localize parts. A bouncing strategy (c) where fast vertical motion of a

plate are combined with transverse motion during part impacts has been explored for

parallel part reorientation [125, 126]. The Dyna-Glide system (d) combines vertical

vibrations with a carpet of inclined �bers [127]. Sections of carpets with di�erent

directions of inclination can be used over an area to create a desired feed path for

parts. It has also been shown [104] that horizontal vibrations of a horizontal plate

(e) can be used to move parts in the plane. Surprisingly, this technique was extended

150
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Figure 8.1: Researchers have explored a variety of distributed manipulation tech-
niques using oscillating plates.

[13] to independently control the feed directions of multiple parts sitting on the same

horizontal plate.

It is important to specify the scope of a distributed manipulation system, which

may include repositioning, singulating, reorienting, sorting, or even assembling parts.

This chapter is concerned with the bulk parts feeding problem: starting with a

pile of parts, singulate, position, and orient them for presentation to an assembly

device. Of course, parts feeding is of critical importance in automated assembly, and

has received much attention. Successful commercial bulk feeders include vibratory

feeder bowls [123], the Adept FlexFeeder [128, 129], and the Sony APOS system

[130]. It is interesting to note that these systems have in common a recirculation

path, reorientation facility, and sorting capability. They provide mechanisms for

some of the parts to assume the desired orientations, and allow the rest of the parts

to be recirculated. Ensuring the parts are in the proper orientation may be done by

mechanical means, such as bowl feeder gates or the APOS tray detents, or through

sensing, as in the Adept FlexFeeder vision system. A major advantage of these

systems is that every part does not have to be correctly oriented in its �rst trip

through the feeder, allowing simple designs that do not sacri�ce robustness.

The remainder of this chapter presents the operating principles and simulation

results of a novel bulk parts feeder. This feeder, introduced in earlier publications

[14, 131] seeks to provide a recirculatory feed path in an extremely compact space.

A signi�cant novelty is the feeder's mobility, allowing it to supply multiple overhead

robots with parts, even if their workspaces do not overlap. The following section
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manipulators

courier

robots mobile parts feeder

Figure 8.2: A miniature mobile parts feeder in a minifactory setting: a single feeder
supplies parts to multiple low-DOF overhead manipulators.

provides an application to demonstrate how this mobility can be useful and also

presents the basic concept for the feeder.

8.1 Application example

Figure 8.2 shows the proposed feeder in a minifactory setting. Recall that in the

minifactory, the low-DOF overhead manipulators do not have large workspaces, so

parts must be fed close to the assembly locations. In this context, it is very useful

to have a mobile parts feeder that can move under the manipulator with an oriented

part, allow the manipulator to pick it up, and then move out of the way.

The proposed mobile parts feeder is depicted in Figure 8.3. Physically, it consists

of a special feed tray rigidly attached to a planar motor. The tray has an annular

feed path for parts, with a sloped ramp section, and a at plateau section. The

motor performs a rotational vibration, resulting in a counter-clockwise motion of

the parts. When bulk parts are loaded at the bottom of the ramp, parts slowly

climb the ramp, but only near the outside edge, resulting in a single-�le line. Once

in the plateau section, the parts speed up and spread out. They continue to move

around the plateau, where an overhead vision system can be used to identify parts
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sensing/
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area

Figure 8.3: A miniature mobile parts feeder, consisting of a partially sloped annular
feed tray (outside edge partially omitted for illustrative purposes) mounted on a
planar robot.

in the correct orientation.1 Incorrectly oriented parts are reoriented as they pass

over the dropo� and return to the pile of bulk parts. The next section discusses

the details of using horizontal vibrations to move parts. Section 8.3 describes how

ramps can be used for singulation. The complete feeder design is then described and

simulated in Section 8.4.

8.2 Moving parts with horizontal vibrations

In this section, the basic technique for generating part motion is presented. A

model is derived and experimental results are presented. As this feeding technique

is related to that used by other researchers [104], di�erences between the approaches

are highlighted.

1It is also possible to place indentations, fences, etc. in the plateau region to separate parts in
the correct orientation without the use of vision. However, unless a removable insert contains all
the part speci�c features, the feeder's exibility will be somewhat compromised.
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Figure 8.4: Planar vibratory feeding: at each cycle, the part (dashed trace) moves
forward but the tray (solid trace) returns to the original position.

8.2.1 Stick-slip waveform

There is a commonmagician's trick where a tablecloth is removed from under a table

setting by quickly jerking the cloth. This trick demonstrates how planar motion

can cause relative motion between two objects, and inspired this exploration of the

application of closed-loop planar motors to parts feeding.

Using a at plate for the feed tray, motion of parts relative to the tray is achieved

by accelerating the feeder rapidly in one direction such that the part slips on the

tray, followed by a return to the original position with accelerations slow enough

that the part \sticks" to the tray. A periodic waveform with such a stick-slip nature

is shown in Figure 8.4.
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This waveform is de�ned as:

a(t) =

8>>><
>>>:
amin 0 � t � t1

�amax t1 < t � T � t1

amin T � t1 < t � T;

(8.1)

v(t) =

8>>><
>>>:
amint 0 � t � t1

amint1�amax(t�t1) t1 < t � T � t1

amin(t� T ) T � t1 < t � T;

(8.2)

where t is the time within the current cycle. The acceleration switch time t1 is

computed as:

t1 =
amax

amin + amax

T

2
; (8.3)

so that x(T )� x(0) =
R T
0 v(t) = 0, and the feeder has no net motion.

The remaining parameters of the waveform to be chosen are the period T , the

acceleration during the slip phase amax, and the acceleration during the stick phase

amin. The choice of T should keep the waveform frequency low enough to be in the

dynamic range of the robot, but high enough to limit the velocities and displacements

required of the feeder. For slipping and sticking to occur, amax and amin should be

chosen to meet the constraints amax > �g and amin < �g, where g is the gravitational

acceleration and � is the coe�cient of friction between the part and feed tray.

Assuming the part is sticking to the tray at the start of the waveform and its

motion is restricted to the direction of tray motion (i.e. no rolling or transverse

motion), the part will move as:

ap(t) =

8>>><
>>>:
amin 0 � t � t1

��g t1 < t � t2

amin t2 < t � T;

(8.4)

vp(t) =

8>>><
>>>:
amint 0 � t � t1

amint1 � �g(t� t1) t1 < t � t2

amin(t� T ) t2 < t � T:

(8.5)

The part catches up to the tray at time

t2 = t1 +
aminT

�g + amin

; (8.6)

and the average part velocity over one waveform, �vp, is computed as:

�vp =
Tamin

2

0
@ �1
1 + amin

�g

+
1

1 + amin

amax

1
A : (8.7)
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Figure 8.5: Experimental setup for verifying feed operation: a laser interferometer
measures the position of a retroreector \part," while the integral planar motor
sensor measures the motor position relative to the platen.

To verify the feeding principle, the waveform of (8.1) and (8.2) was used as the

input to one axis of a 3-DOF PD controller controlling a planar motor. Parts such

as coins, rubber grommets, and plastic pieces with varying friction coe�cients were

placed on a at feed tray attached to the motor. Although it was possible to �nd

waveforms that would feed the parts well, not all theoretically acceptable waveforms

worked. To investigate further, a stainless steel block containing a glass cube corner

was used as the \part," whose position relative to the stationary platen could be

measured using a laser interferometer, as shown in Figure 8.5. The motor's position

relative to the platen was measured by the integral planar motor sensor. Both

position measurements were precise and at a high enough bandwidth to allow for

velocity measurements by simply taking the di�erence of consecutive measurements.

Waveforms that worked well appeared as in Figure 8.6, with the motor tracking

the commanded velocity fairly well. The part velocity deviates from the motor ve-

locity during the slip phase and tracks it closely during the stick phase, as expected.

Given the feeder waveform parameters and estimated friction coe�cient, �vp is com-

puted using (8.7) as 11:8 mm/s. In the experiment, the part traveled 2:48 mm over

0:2 s, for an average velocity of 12:4 mm/s, in close agreement with the computed

value.

In waveforms that did not work well, the motor velocity had large deviations from

the commanded velocity. These experiments were performed before the actuator

calibration of Chapter 4 were completed and errors in the actuator force outputs

contributed to these deviations.
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Figure 8.6: Experimental measurements of feeder and part motion using a stick-slip
waveform with T = 0:05 s, amin = 1:6 m=s2, amax = 10:1 m=s2. The part is stainless
steel and the tray is aluminum; based on the part motion during the slip phase, the
coe�cient of friction appears to be approximately 0.2.

8.2.2 Coulomb pump waveform

A Coulomb pump waveform has also been used [13, 104] to achieve part motion in

the plane. This waveform is given by:

at(t) =

8>>><
>>>:
amax 0 � t < t1

0 t1 � t < t2

�amax t2 � t < T;

(8.8)

vt(t) =

8>>><
>>>:
amax

h
T
4
(z2 � 1) + t

i
0 � t < t1

amax
T
4
(z � 1)2 t1 � t < t2

amax

h
T
4
(z2 + 3)� t

i
t2 � t < T;

(8.9)

where t1 = (1�z)T=2, t2 = (1+z)T=2, and z is a parameter controlling the fraction

of a cycle used by the constant velocity portion of the waveform.
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Figure 8.7: The Coulomb pump waveform can achieve higher part velocities over
multiple cycles.
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Figure 8.8: Experimental measurements of feeder and part motion using a Coulomb
pump waveform with T = 0:05 s, amax = 10:3 m=s2, and z = 0:37.
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Figure 8.9: A change of feed velocity based on part position can singulate parts in
the direction of motion. This technique can be implemented with conveyors (above)
or a sloped feed tray (below).

As shown in Figure 8.7, the part motion changes from cycle to cycle, with each

cycle \pumping up" the velocity via the Coulomb friction forces. The part velocity

is now best characterized by the equilibrium velocity, which is the value that the

average waveform velocity eventually reaches, given by [104]:

veq = amaxT
z2

4
: (8.10)

The Coulomb pump waveform was also implemented on one axis of the planar

motor. Once again, the main problem was in �nding a waveform that the motor

followed reasonably well. One example is shown in Figure 8.8. Applying (8.10), the

computed equilibriumvelocity is 17:6 mm/s, while the observed velocity in Figure 8.8

is 4:5 mm=0:2 s, or 22:5 mm=s, a fairly close match.

The examples shown in Figure 8.6 and Figure 8.8 (which both use the same

part and similar waveform frequencies and maximum accelerations) show that the

Coulomb pump waveform has a higher part velocity than the stick-slip waveform,

but requires larger velocity and translations from the feeder. The larger forward

accelerations of this waveform also appear to cause problems for sloped feed trays,

as discussed in the following section.
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8.3 Singulating parts with ramps

While the above waveforms result in part motion, nearby parts will tend to move

as a group. Singulation of these parts requires something more. One technique for

singulation is to somehow vary the feed rate of the parts based on their position. In

particular, if the feed rate increases as the parts move from one region to another,

the parts will tend to spread out. This technique is used in the dual conveyors of

the Adept FlexFeeder [129], schematically shown in the top half of Figure 8.9, where

one conveyor drops parts onto a faster conveyor. To achieve a similar e�ect for the

proposed feeder, a sloped section may be added to the feeder tray. Assuming that

parts will climb up the ramp, but at a slower rate than if they were on a at surface,

the parts on the at plateau region at the top of the ramp will be singulated relative

to the parts on the ramp section, as depicted in the bottom half of Figure 8.9.

A model for parts motion on ramps is derived in this section that supports this

conclusion.

For this case, the part dynamics are given by inspection of the free-body diagram

in Figure 8.10:

m�yp = ff �mg sin(') (8.11)

m�zp = fN �mg cos('); (8.12)

where �yp and �zp are the part accelerations in the j and k directions de�ned in

Figure 8.10. Assuming a Coulomb friction model and sliding contact between the

part and ramp, there are two additional constraints:

ff = ��fN ; and (8.13)

�zp = ��yt sin('); (8.14)

where �yt is the horizontal tray acceleration.

Solving the above equations for fN , �yp, and �zp gives:

fN = mg cos(')�m�yt sin(') (8.15)

�yp = �g sin(')� �g cos(') + ��yt sin(') (8.16)

�zp = ��yt sin('): (8.17)

Note that �yp, the part acceleration, is now a function of the tray acceleration, which

changes during the slip phase, complicating the part motion. For this reason, an
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Figure 8.10: Free body diagram for part on ramp

analytic solution of the part motion is less informative than for the at tray case,

and the dynamic equations are instead used to simulate the part motion.

The part motion was simulated for a range of friction coe�cients and ramp

angles, with results shown in Figure 8.11. It is interesting to note that for some of

the cases represented in this plot, the stick assumption does not hold, but parts still

move forward. More importantly, the feed rate for parts on ramps is smaller than for

parts on a at surface, suggesting that ramps will be e�ective for singulation. The

left half of Figure 8.13 shows an example of how the motion of a part on a sloped

feed tray compares with that of a part on a at feed tray.

Simulations of the Coulomb pump waveform for the sloped feed tray were also

performed, with results shown in Figure 8.12. Here, the part velocity dropped o�

faster with increasing slope than for the stick-slip waveform. Note that the part

velocity drops below zero at about 3�, limiting this waveform to gradual slopes.

The reason for this e�ect is di�cult to pinpoint, but appears to be related to the

larger positive accelerations of the tray. Referring to the right half of Figure 8.13,

when slope of the part velocity increases from ab to cd, the steep slope of the tray

velocity de causes their intersection to move more negative than if the slope of the

tray velocity was less steep. In particular, note that �vcp > �vss, indicating that

the slope change has a larger e�ect on the Coulomb pump waveform. Although such

a change is useful for singulation, in this case it is too extreme and will limit the

feasible ramp angles too severely.

8.4 A miniature mobile parts feeder

In the complete feeder design (Figure 8.3), the above motion and singulation tech-

niques are combined with a parts recirculation strategy, chosen for the reasons cited
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Figure 8.11: Feed rates as a function of tray slope and coe�cient of friction for
stick-slip waveform, with amax = 4�g, amin = 0:9�g, and T = 1=30 s. Parts feed
faster on at surfaces than up ramps.
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Figure 8.12: Feed rates as a function of tray slope and coe�cient of friction for
Coulomb pump waveform, with amax = 4�g and T = 1=30 s.
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Figure 8.13: Part waveforms change based on the slope of the feed tray for both the
stick-slip (left) and Coulomb pump (right) waveforms.
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at the beginning of this chapter. The feeder has an annular feed path so that a

single rotational vibration waveform of the feeder will su�ce to keep the parts ow-

ing around the loop. A ramp is used, as discussed above, to singulate parts along

the direction of feeding. Two e�ects were expected to provide singulation radially

across the feed path. First, the parts were expected to move locally along tangents,

which would tend to make them collect towards the outer wall of the feed tray. In

addition, the ramp section does not have a constant slope, but gets steeper with

decreasing radius. If the waveform is selected carefully, it could be possible to cause

parts to slide back down the ramp for small radii, but still climb at larger radii.

This technique would allow for a variable-width feeding region at the outer wall of

the feed tray. Simulation results below examine these e�ects.

Once singulated and in the plateau region, an overhead vision system can be

used to detect parts in the correct orientation. The feeder can then move2 to deliver

the parts to an overhead manipulator for assembly.

Incorrectly oriented parts rejected by the vision system continue around the feed

path and pass over the dropo� (a nice side-e�ect of the ramp section), which allows

for a reorientation. This e�ect allows for reorienting parts out of the plane, despite

a feeder that is restricted to planar motions. Depending on the part materials, part

size and shape, and dropo� height, the part might always just ip over or might

assume a more random orientation change.

Although the proposed feeder physically resembles a vibratory bowl feeder, it is

important to note the major di�erences. First, the proposed feeder design is intended

for use where feeder bowls custom-designed for parts would be impractical because

of re-use requirements or long lead times, and where required feed rates are modest.

Conceptually, the feeder operation actually resembles the Adept FlexFeeder (with

the ramp singulation replacing the double conveyors and both using vision for parts

selection) more than a bowl feeder. Second, the use of planar motor technology for

generation of vibrations allows the feeder to be compact and mobile, permitting it

to deliver parts directly to the assembly location, which is especially important for

the minifactory application.

2Of course, it must move with small enough accelerations that the parts don't slide relative to
the feed tray.
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Figure 8.14: Local free body diagram for a part on an annular tray. (� denotes a
vector pointing out of the page.)

8.4.1 Dynamic model

In this section, a dynamic model is derived for a part on the feed tray discussed in

the previous section. The part is assumed to be a point mass that stays in contact

with the feed tray, and a Coulomb friction model is assumed. A free-body diagram

of the part on the ramped section of the tray is shown in Figure 8.14. Coordinate

frame B is an inertial (not accelerating) reference frame aligned with the part at

this particular instant in time.3 The dynamics of both a sticking case and slipping

case must be considered. The dynamics problem is to determine the acceleration of

the part along the tray given the part and tray positions and velocities.

By inspection of the free-body diagram, the part dynamics are given by:

�x = ff1=m; (8.18)

�y = ff2 cos(')=m� fNsin(')=m; (8.19)

�z = ff2 sin(')=m+ fNcos(')=m� g; (8.20)

where ff1;2, fN , g, and ' are de�ned in Figure 8.14.

For the slipping case, Coulomb's law gives:

ff =

2
6664

ff1

ff2 cos(')

ff2 sin(')

3
7775 = �fN

vp � vt

kvp � vtk ; (8.21)

where vp is the part velocity and vt is the local tray velocity, both expressed in

coordinate frame B.

Assuming the part stays on the surface of the feed tray, there is an additional

kinematic constraint on the part acceleration:

�z = tan(')(�y � 2 _r _� � r��t); (8.22)

3In the simulation, each time step uses a di�erent frame B.
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where r and � give the part position in polar coordinates relative to the center of

the feeder, and �t is the rotation angle of the feeder.

To solve for fN , (8.19) and (8.20) are substituted into (8.22), giving after simpli-

�cation:

fN = mg cos(')� 2m sin(') _r _� �m sin(')r��t: (8.23)

This result for fN can then be substituted into (8.21) to get ff1;2, and (8.18)-(8.20)

to compute the part acceleration for the slipping case at a given instant in time.

Because coordinate frame B is only valid at an instant in time, the acceleration

vector must be transformed to a coordinate frame �xed to the workspace before

integration.

For the sticking case, the part is �xed relative to the feed tray, and the part

accelerations are given based on the tray motion and part position:

�x = �r _�2t (8.24)

�y = r��t (8.25)

�z = 0; (8.26)

To check whether the friction forces are su�cient to keep the part stuck to the feed

tray, these acceleration values are substituted into (8.18)-(8.20), which can be solved

for fN and ff1;2:

fN = �mr��t sin(') +mg cos(') (8.27)

ff1 = �mr _�2t (8.28)

ff2 = mr��t cos(')�mg sin('): (8.29)

Both the sticking and sliding equations are evaluated every simulation iteration.

The sticking mode results are used if k[ff1 ff2]Tk < �fN (which indicates that the

friction forces are su�cient to maintain sticking), and the relative velocity kvp� vtk
is below some threshold. Otherwise, the sliding mode results are used. For both

cases, the sign of fN is examined to be sure the part does not leave the tray surface.

8.4.2 Simulation results

In this section, simulation results are presented for a feeder with an outer radius of

90 mm, an inner radius of 30 mm, and a 180� ramp with a total height change of
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Figure 8.15: Simulation results show parts climbing the curved ramp, and singulation
occurring in the radial and circumferential directions.

20 mm. The part mass is chosen as 20 g, with a coe�cient of friction between the

part and tray of � = 0:2. The tray is set to follow a rotational stick-slip waveform,

with parameters T = 1=30 s, amin = 9:0�g rad=s2, and amax = 66:7�g rad=s2. The

initial position of the part is set to one of a polar array of positions on the tray, with

zero initial velocity. For each starting position, the part motion is simulated for �ve

seconds while recording the sequence of part positions.

Results for each part starting position are shown in Figure 8.15. Note that

parts only feed up the ramp if they are close to the outer radius of the feeder, with

retrograde motion of parts near the center. This feed pattern should cause the parts

to feed along a narrow annulus along the outside of the feeder, singulating them

reasonably well in the radial direction. The part velocity on the plateau section is

much faster than that on the ramp, suggesting that singulation along the direction

of motion should also work well. It is surprising that the parts move along nearly

perfect arcs, instead of veering o� in more of a tangent direction. This e�ect can be

understood by noting that the parts move in a series of small incremental steps that

closely approximate a circle. Also, sticking resets the radial velocity of the part to
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zero every cycle so that radial motions do not build up. A depiction of the parts ow

in the feeder loosely based on the these simulation results is shown in Figure 8.3.

A simulation of the feeder using the Coulomb pump waveform was also at-

tempted. However, it was di�cult to get the parts to climb the ramp except for

very gradual slopes, with 5 mm or less rise over the 180� ramp. This result was not

surprising given this waveform's strong sensitivity to slope, as noted in Section 8.3.

8.5 Discussion

Open problems include choosing the waveform parameters given a particular feed

tray and part, and designing a feed tray for a family of parts given the limitations

of the planar motor actuators. In addition, waveforms other than the stick-slip

or Coulomb pump can be considered. A hybrid waveform that combines their ad-

vantages or the formulation of an optimal waveform would improve performance.

Reznik [104] has suggested a waveform composed of two sinusoids to limit the fre-

quency spectrum that must be tracked by the controller.

There are a number of potential limitations of this feeder. Parts must be stable

enough in their pickup orientation to survive the trip up the ramp and the vibrations

without falling over. Parts that tend to nest will probably not be singulated properly.

Parts may become stuck on the transition between the ramp and plateau, even if it

is rounded. Feed rates may be too slow to be useful in a real automated assembly

system.

A simple model of a spiral feed tray, shown in Figure 8.16, was constructed out of

cardboard, but parts did not feed properly. Excessive vibration of the cardboard tray

and the imprecise angle of the fabricated ramp prevented proper feeding. Construc-

tion of a precision fabricated rigid feed tray is required to completely demonstrate

successful operation of the complete feeder, but the experiments in this chapter

indicate the main idea that part motions from planar vibrations can be used for in-

ducing useful motion in parts. This chapter is also intended to show that low-DOF

robots with su�cient performance can be used for performing interesting manipula-

tion tasks, though it may require some ingenuity to discover exactly how. The feeder

of this chapter exploits the high-bandwidth of the planar robot. Other interesting

manipulation techniques may be made possible by exploiting the dynamics, large

motion capability, high-payload, and/or high-precision of the robot.
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Figure 8.16: Prototype tray for spiral parts feeder



Chapter 9

Conclusions

9.1 Advantages of low-DOF closed-loop operation

This dissertation has presented a planar robot that combines the precision of a micro-

scope stage with the speed, acceleration, and workspace of a direct drive manipulator

arm. Some of these properties are inherent in the Sawyer motor technology, and can

be exploited even with the open-loop stepping operation mode used in industry.

However, such usage is only possible in repetitive, structured situations. Open-loop

operation is fragile. Position sequences that are too fast or not smooth enough or

that excite the underdamped dynamics of the system will not be tracked e�ectively

and will lead to a fault condition. This fault condition may require a re-registration

of the position of the device or operator intervention to realign and reposition the

robot. The fault may not even be immediately detected by the system, which in sys-

tems with multiple robots may lead to cascading failures. The success of open-loop

operation in industry has been predicated on the use of robots as programmable

positioning devices that, once programmed, have very little interaction with their

environments.

Even for pure positioning tasks, environmental interaction becomes important at

the limits of the performance envelope. Small disturbances caused by vibrations from

other robots, the magnetic state of the platen, and tether motions limit the precision

of open-loop operation, and can lead to serious quality problems as the required

precision for an operation approaches the limits of the device. Failed operations

may not be detected until much later in the assembly process. Closed-loop operation

permits higher precision via disturbance rejection, but also allows an operation to be
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dynamically monitored. Even if an operation fails it can be immediately detected,

minimizing the costs of the failure.

During motions, the tether generates signi�cant disturbances that may be di�-

cult to model, especially in multi-robot systems. Open-loop operation assumes that

the tether disturbances will not change signi�cantly from cycle to cycle and requires

conservative design of trajectories such that tether disturbances will not cause fail-

ures. As the required motions becomes less structured, the trajectories must become

more conservative to account for the wider possible range of tether disturbance. In

contrast, in closed-loop operation, the controller can move as fast as possible to the

goal subject to the actual disturbance forces it experiences.

Closed-loop operation also enables robust dynamic interactions with the envi-

ronment. Instead of simple, carefully planned positioning tasks, the planar robot

can have rich interactions with its environment. Tasks of this sort might involve

direct physical contact, such as the exploration of platen boundaries, force-guided

assembly, or collision detection, or might involve virtual couplings, such as visual

servoing or coordination of multiple low-DOF robots via network communications.

These kinds of tasks are especially important in overcoming the limited DOFs of

the planar robot by allowing multiple low-DOF robots to cooperatively perform

high-DOF operations. The key advantage of closed-loop operation in this case is

the ability to respond dynamically to unstructured sources of information, enabling

simple, robust methods for cooperative operations.

A number of experiments have demonstrated the superiority of closed-loop op-

eration for various tasks. For precision positioning, the experiments of Chapter 5

showed an improvement in repeatability from 6 �m to 2 �m for motions larger than

20 mm and an improvement to sub-micron levels for motions smaller than 20 mm.

Repeatability on a longer timescale will also be improved by the dramatic decrease

in power dissipation, with the power usage for a typical pattern of moves dropping

by more than 75%.

Closed-loop operation for contact tasks was demonstrated with the wall-following

operation of Chapter 7, which allows for a quick, robust startup procedure for the

robot to characterize its environment. The same controller was used for both free-

space motions and wall contact, minimizing instabilities during the transition be-

tween these modes of operation. Internal and external corners were also immediately

identi�ed and localized in a quick and robust manner. This experiment demonstrates
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that the robot can be used for force and impedance tasks without the need for an

extrinsic force sensor.

The use of closed-loop operation for coordination between multiple low-DOF

robots was illustrated using the visual servoing applications of Chapter 7. Under

closed-loop operation, the planar robot can track overhead beacons moving faster

than 1 m/s and with camera-based visual servoing can position parts to 14 �m (1 �)

even while moving at 5 mm/s.
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9.2 Contributions

Your existence has a positive

contribution to mankind.

Lucky Numbers 5, 11, 16, 20, 28, 38

The high-level contribution of this dissertation is the demonstration that certain

low-DOF robots can be used to provide high-performance manipulation capabilities.

Their simplicity permits great improvements in performance, which for many tasks is

more important than the number of DOFs. For certain tasks that do require higher

DOFs, multiple low-DOF robots can be coordinated in a variety of ways to perform

the task without sacri�cing the performance gains from their low-DOF designs.

There are additional contributions that may be of interest to those who are

interested in using the speci�c technology of the experimental system or in systems

with similar con�gurations:

� The �rst published 3-DOF closed-loop operation of a Sawyer motor with inte-

gral position sensing.

� A thorough and well-documented re-examination of the modeling of Sawyer

motors for use with closed-loop operation.

� Techniques for autonomous calibration of both the planar robot actuators and

sensors, identifying redundancy as an enabler for autonomous calibration, and

solving the problem of how to provide for well-calibrated devices while still

allowing users to use multiple platens and forcers together in any combination.

� A demonstration of the advantages of closed-loop operation of planar motors,

with an emphasis on the importance of new modes of operation that broaden

the classes of applications.

There are also contributions related to applications of the planar robot:

� Development of a critical component of the minifactory system, which requires

a high-performance and trustworthy robotic agent for product transport and

cooperative assembly tasks.

� The invention of a novel miniature mobile parts feeder, and the �rst time to

my knowledge that mobility has been identi�ed as a useful feature for a parts

feeder.
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9.3 Planar robot design

This dissertation documents the �rst uses of the planar robot designed at CMU.

There are several design issues that were impossible to resolve except after developing

and using the prototype systems. Although the experiments of this dissertation were

not designed speci�cally to explore these issues, the work did yield insights that are

useful for validating some of the design decisions and providing insights for future

designs.

The CMU platen sensor [22] is unusually small compared to other prototypes

that have been introduced [26, 40, 96]. It also is unusual in that all four sensor

segments are combined on a single substrate and integrated into the center of the

forcer. Other sensor prototypes have attached to the side of the forcer body.

The small size was expected to have a number of advantages. It can be integrated

into typical forcer designs without increasing the footprint of the forcer, making more

e�cient use of the platen area. It simpli�es manufacturing, with only one extra part

that must be aligned with the rest of the forcer. The small size also allows for high-

frequency operation and a single shield to protect all four sensor segments from the

�elds of the actuators.

However, disadvantages to the small design were also expected. Each sensor

segment only covers a few platen teeth, making them more sensitive to platen teeth

irregularities. When computing the angle by di�erencing two of the sensor segments,

there is a very short baseline (ds in Figure 1.8) because of the compact sensor design.

This e�ect increases both the noise and inaccuracy of the skew angle measurement,

and creates a signi�cant sweet-spot in the middle of the forcer where the positioning

resolution will be better.

Although the advantages of the small sensor design were demonstrated exper-

imentally on early prototypes, the disadvantages are more system-level and could

not be easily determined until �nal system integration. The experiments presented

in this dissertation have shown that the disadvantages of the sensor are not overly

problematic. The sweet-spot resolution was examined experimentally in Chapter 5,

showing that the robot can achieve a 1 �m (1�) positioning resolution over the entire

forcer body, which was the design target. Originally, the decrease in sensor accuracy

was not expected to be a problem because for very high precisions, some amount of

endpoint sensing would normally be required, because although a precision operation
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may be required for a particular part, dimensions of the sub-assembly are probably

not known to as high a precision. With a sensor positioning accuracy of around ten

microns, this is certainly the case. However, what was not fully appreciated was

the importance of the angular accuracy of the sensor. While few tasks require the

robot to rotate to better than the milli-radian angular accuracy of the sensor, during

motions the inaccuracy of the sensor acts is a disturbance to the angle servo with a

frequency proportional to the velocity of the forcer. This disturbance causes trou-

ble during high-sti�ness motions, and necessitated the use of the non-linear angular

position gains for certain controllers such as that of (7.3). The angular accuracy

also causes the positioning accuracy away from the center of the forcer to be sev-

eral times worse, so that there is also a sweet-spot for accuracy that could require

endpoint sensing in cases where it would not ordinarily be required.

Most commercial planar motor systems use dedicated electronics to perform the

commutation. The commutation and control systems in this dissertation were im-

plemented in software running on real-time operating systems. Software-based com-

mutation was chosen to ease the development of controllers and commutators, and

to allow dynamic changes in the operational characteristics of the device. Although

with modern computing hardware the software commutation was able to run at

5 kHz rates, this frequency is still substantially slower than the rates possible with

dedicated hardware. However, this frequency level was expected to be su�ciently

high.

Early experiments, documented in Chapter 2 showed that the lower commutation

rates signi�cantly reduced the speed capability of the planar robot. However, the

relatively simple phase-advance strategy presented there can compensate for most

of this e�ect. The lower commutation and control rates cause additional audible

noise during fast motions, limit the bandwidth of the controller, and may also be

limiting the �delity of the dynamic force modeling experiments of Chapter 3, but

these possible problems are outweighed by the convenience of the software-based

development environment.
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9.4 Future work

There will plenty of time to work

hard, enjoy yourself!

Lucky Numbers 8, 15, 16, 20, 21, 39

The work described in this dissertation can be extended in many di�erent direc-

tions. There are several obvious short-term extensions, many of which have been

mentioned elsewhere in this text. The autonomous calibration work can be repeated

using new couriers and platens under development in the Microdynamic Systems

Laboratory. Prototypes of these platens and couriers have much more uniform teeth

than the Normag systems, so the autonomous calibration results for both the sensors

and actuators should be signi�cantly better.

A design study of tetherless couriers is also underway in the Microdynamic Sys-

tems Laboratory. Eliminating the tether should improve the actuator autonomous

calibration results by eliminating the dominant disturbance during the data collec-

tion procedure. Note that the power usage experiments of Chapter 7 show that

closed-loop operation is crucial for reducing the power requirements of the planar

robot for tetherless operation.

The coordination sensor cooperative autonomous calibration of Section 4.2 could

also be revisited after calibrating the internal parameters of the coordination sensor

using a benchtop setup. This should allow improved on-site calibration of the platen

sensor using a sensor that is already available on the minifactory couriers.

The improvements to the hybrid controller suggested in Chapter 6 can be imple-

mented to eliminate the chattering and the sensitivity to angle inaccuracies. Design

aids and heuristics for choosing the hybrid controller parameters would also be help-

ful.

Complete veri�cation of the mobile parts feeder application requires a precision

fabricated spiral feed tray to eliminate feeding problems caused by tray vibrations

and imprecise ramp angles. The feed tray can also include backlighting to aid visual

identi�cation of the parts prior to pickup, and vacuum chucks to keep the parts in

the pickup area from moving when the planar robot moves across the platen. This

vibration method is especially compatible with traps [132] because the part never

loses contact with the feed surface, unlike typical vibratory parts feeders where parts

bounce as they feed.
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Much of the work of this dissertation also applies to higher-DOF robots that use

planar motor technology, such as the robotic positioning heads of the RobotWorld

and Megamation workcells, provided they are augmented with appropriate position

sensors. However, the performance will be reduced by the extra mass and relatively

poor precision of the added DOFs. Other types of robots can also bene�t from the

autonomous calibration and control results. Examples include underwater [133, 134]

and simulated space [135, 136] robots that have multiple �xed-direction thrusters

mounted on a single rigid body.

There are also several unexplored uses for the planar robots. One idea is that in-

stead of carrying subproducts, planar robots can be used to cooperatively manipulate

objects sitting directly on the smooth platen surface (or sitting on appropriate low-

friction, passive pucks). This system would be a smaller-scale, higher-performance

version of cooperative manipulation using traditional mobile robots [11, 137]. The

manipulation can be performed by pushing, ropes, or docking mechanisms. This

approach would eliminate the need to hand-o� subassemblies when the couriers of

the minifactory reach the ends of their tethers, but also allows the subassemblies

to be dynamically \passed" to other couriers, even if they do not share a common

workspace.

Another unexplored application is using planar robots to automate product trans-

fer in human-stationed assembly lines or hybrid assembly lines that have both manual

and automated stations. Often, rapidly-deployable assembly dictates manual assem-

bly. In this case, planar robots can provide a programmable, intelligent system for

product transfer. Planar robots are very compatible with humans. The small size

and small moving mass of the planar robots make them very safe. The table-top

platen con�guration also allow for ergonomic seating or standing positions for hu-

man operators, depending on the mounting height of the platen. The disturbance

estimator provides enough haptic ability for simple human-robot interaction. During

the course of this work, it was discovered that by adding a high-frequency waveform

as a disturbance to either the open-loop or closed-loop position commands causes

the forcer to emit a loud audible noise. The reproduction of the waveform is good

enough that digitized speech that is generated in this manner is understandable.

This audio capability allows another channel of communication from the robot to

the human. In an example scenario, an assembly-line worker would be sitting in
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front of the platen with appropriate tools hanging from above to perform any of sev-

eral operations. A courier would drive to her station, verbally describe the operation

needed for the product, and adjust its impedance appropriately to aid in the task.

The worker would perform the operation, and then push the courier away, which it

would detect using either force or position information, and then proceed to the next

automated or manual station. This usage of planar robots could be very important

if a product requires a few assembly operations that are di�cult to automate in a

timely or economic manner.

There are probably many other applications for planar robots. The work pre-

sented in this dissertation will be most successful if it informs and inspires others to

invent and implement new, interesting, and useful applications for this technology.
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Appendix A

Controller output constraints

In this appendix, a method for constructing a convex force output envelope for a

unipartite robot translating in IRn is presented. The robot is assumed to have m

actuators, each capable of generating a force acting at a �xed position and direction

relative to the robot body. Each actuator i is physically limited to output forces

over the range f�i � fi � f+i ; i 2 f1:::mg with f�i < 0 and f+i > 0. Systems of

this type include robots with electromagnetic forcers (planar robots), and robots

with thrusters (space and underwater robots), provided the actuator limitations are

reasonably modeled by the simple bounds given above. Although the force outputs of

the actuators will generate torques on the robot body, it is assumed that the system

trajectories keep the robot from rotating signi�cantly. In this case, the mapping

between the actuator forces and the output wrench is constant.1 The constant angle

assumption is not as limiting as it may �rst appear{often force saturation is only an

issue during gross motions, in which case it is not unreasonable to maintain a �xed

angle, varying it only at the start and end of the motion.

The motivation for this construction is to provide a mathematical description of

the wrench output capabilities of the planar robot. This description can then used

in design of controllers that will appropriately consider the output constraints. In

particular, in Chapters 5 and 6, the output constraints are used to de�ne the stable

domain of the controllers in state space. This de�nition requires the controller

force output to be a function of the state space variables. If there are controller

1Otherwise, the mapping will change with the orientation of the robot. If this is the case, one
conservative approach is to consider the convex domains that result from each possible angle and
use their intersection as the overall domain. This approach would be most e�ective when many
linear actuators are distributed uniformly over the robot.
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components that are functions of time, as with feed-forward terms for trajectory

tracking, or components that have additional state, as with integral terms that

seek to cancel disturbances, these components are assumed to be bounded and are

considered separately, as detailed in Section A.2. First, a technique for computing

the basic convex wrench output envelope is presented.

A.1 Convex wrench output envelope

Using static free-body analysis, it is easy to determine the linear mapping between

the actuator forces and output wrench, of the form

w = JTf; (A.1)

where w is a wrench vector consisting of output forces and torques, J is the Jacobian,

and f is a vector of actuator forces. To restate the problem, given bounds on the

elements of f , what is the domain, F , de�ned by JTf? Note that on the boundary

of F at least one of the actuator constraints must be active. However, the converse

is not true{there may be f vectors that have active constraints that do not map to

the boundary of F . For example, there may be combinations of actuator outputs

that result in internal forces and torques, but cancel each other to produce a zero

net output wrench. This zero wrench will obviously be within the capabilities of the

robot.

There is then a method to determine F . Consider the set containing 3m � 1

vectors fc;j of length m with elements that are either zero or at the upper or lower

limits. Each vector fc;j will be tested to determine whether it corresponds to a valid

boundary in F . De�ne a�j as the set of indices of elements that are set to their

minimal values (from f�), and a+j as the set of indices of elements that are set to

their maximal values (from f+). Also de�ne a square diagonal selection matrix Sj

of size n with ones in the diagonal elements that correspond to indices in a�j or a+j ,

with zeros on all remaining elements.

Then, the condition for constraint combination j not to correspond to a surface

of F can be expressed as

rank(Sj N) = rank(Sj [N fc;j]); (A.2)

which implies that the redundancy of the system (as encoded by N) can be used to

�nd an alternate set of actuator forces that generate the same output wrench as fc;j
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without violating the constraint combination j. Otherwise, the wrench output can-

not be generated without activating an actuator constraint and therefore constraint

combination j is valid and will correspond to a boundary component of F .
The boundary components of interest are n� 1 dimensional hyperplanes in IRn,

but this technique will also produce intersections of these hyperplanes, edges, and

points of F as constraints are added. Although they will not produce incorrect re-

sults, they are superuous for the purposes of specifying the overall F convex domain

and will lead to ine�ciencies. Before continuing, the excess constraint combinations

should be eliminated. A valid constraint combination j is unnecessary if there is

another valid constraint combination j0 such that

a�j \ a�j0 = a�j0; and

a+j \ a+j0 = a+j0; and
(A.3)

Let the set V := fV1;V2; : : : ;Vkg � f1 : : : 3m � 1g contain the indices for the k

necessary and valid constraint combinations.

After identifying the valid constraint combinations, the next task is to express

them as constraint hyperplanes in IRn. Note that a point w0;j on boundary compo-

nent j of F is given by

w0;j = JTfc;j; (A.4)

but in general, this vector is not perpendicular to the boundary component. To �nd

such a vector, it is necessary to eliminate any components of w0;j along the directions

of freedom df;1; df;2; : : : df;n�1 of the hyperplane, which are simply the columns of JT

corresponding to the n� 1 unconstrained actuators for this constraint combination.

This task is easier if orthogonal basis vectors d0f;1; d
0
f;2; : : : ; d

0
f;n�1 for the hyperplane

freedoms are �rst computed

d0f;1 = df;1 (A.5)

d0f;2 =

 
I � d0f;1d

0T
f;1

d0Tf;1d
0
f;1

!
df;2 (A.6)

d0f;3 =

 
I � d0f;1d

0T
f;1

d0Tf;1d
0
f;1

� d0f;2d
0T
f;2

d0Tf;2d
0
f;2

!
df;3 (A.7)

� � � (A.8)

d0f;k =

 
I � d0f;1d

0T
f;1

d0Tf;1d
0
f;1

� d0f;2d
0T
f;2

d0Tf;2d
0
f;2

� : : :� d0f;k�1d
0T
f;k�1

d0Tf;k�1d
0
f;k�1

!
df;k (A.9)
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The normal to the hyperplane can then be computed as

wN;j =

 
I � d01d

0T
1

d0T1 d
0
1

� d02d
0T
2

d0T2 d
0
2

� : : :� d0kd
0T
k

d0Tk d
0
k

!
w0;j; (A.10)

such that any vector w that lies in the hyperplane will satisfy the equation

1 =
wT
N;j

wT
N;jwN;j

w := pTj w: (A.11)

Together, these hyperplanes can be used to form a convex set in IRn that will

include the origin. A norm-like function can then be de�ned

�(w) = max
�
pTV1w; p

T
V2w; : : : ; p

T
Vkw

�
; (A.12)

where the indices of the valid necessary constraint combinations are encoded by

the members of set V. The domain F of achievable output wrenches can then be

expressed as

F := fw 2 IRn j �(w) � 1g: (A.13)

A.1.1 Planar robot example

For illustration, this technique is applied to the planar robot actuator con�guration,

with n=3 and m=4. For this case, the force mapping is given by

w = JTf; (A.14)

w =

2
6664

1 1 0 0

0 0 1 1

�da da �da da

3
7775 f; (A.15)

where w 2 IR3, f 2 IR4, and da is as shown in Figure 1.8. The null-space of JT

is N = [ 1 �1 �1 1 ]T . The force limits are assumed to be the same for all

actuators, with f�i = �fmax, and f
+
i = fmax 8i 2 f1 : : : 4g.

Evaluation of condition (A.2) for all 3m � 1 = 80 possibilities yields 50 valid

constraint combinations, listed in Table A.1. Elimination of unnecessary constraints

based on condition (A.3) yields 12 valid and necessary constraints, denoted with an

� next to their indices. The above procedure is applied to these twelve fc;j vectors to
compute a constraint surface vector pVj for each, as reported in Table A.2. The twelve

constraint planes of the wrench output domain F will be a rhombic dodecahedron

in IR3, as shown in Figure 5.2.
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A.2 Extension for time-varying controller terms

Assume a controller command

uw = ws(q; _q) + wt(t; q
0); (A.16)

where ws is a function consisting of system state-dependent terms and wt is a function

consisting of time-dependent terms (e.g. a feedforward acceleration for a trajectory)

or terms that may have their own state (e.g. integral terms), contained in q0. Further

assume that each element of wt has known bounds that de�ne the set D

fwt 2 IRmjD�
t;i < wt;i < D+

t;i 8i = f1; 2; 3gg: (A.17)

The wrench output domainF derived in the previous section is used in Chapters 5

and 6 to de�ne the provably stable domain of the controllers in state space. Only

the state-dependent portion of the controller output ws can be mapped to the state

space. The other components of the controller output wt must be treated di�erently,

as they may assume any of the wrench vectors in set D. It is necessary to �nd a

smaller domain for ws so that the overall controller output will not violate the

actuator constraints. Implicitly de�ne a domain F 0

fwsjws + wt 2 F 8wt 2 Dg (A.18)

This de�nition can also be expressed using a Minkowski sum

F 0 �D = F : (A.19)

The original domain F must be reduced by D, yielding the �nal domain F 0,

which represents the set of ws vectors that will not result in actuator saturation

provided that wt 2 D. Unlike the usual use of the Minkowski sum in robotics to

grow obstacles based on the robot's footprint, here the domain must be \shrunk"

based on the \footprint" of D.
To �nd F 0, each face of F must be moved towards the origin based on the size

of D. From (A.12), each face of F is parameterized by pV 2 IRm such that

pTVw = 1: (A.20)

The faces of F 0 will be de�ned similarly with

p0TV w = 1: (A.21)
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To �nd a relation between the parameter vectors pV and p0V , �rst note that

from the de�nition of D it is easy to �nd the set of vertices of the boundary of

D, Dv = fvD;1; vD;1; : : : ; vD;2ng. Then, the parameter vectors w0
N ; j of F 0 can be

computed as

w0
N;j = min

v2Dv

 
1� vTwN;j

wT
N;jwN;j

!
wN;j (A.22)

A vector w that lies on the boundary of F 0 will satisfy the equation

1 =
w0T
N;j

w0T
N;jw

0
N;j

w := p0Tj w: (A.23)

As before, these hyperplanes can be used to form a convex set in IRn that will include

the origin. A new norm-like function can then be de�ned

�0(w) = max
�
p0TV1w; p

0T
V2w; : : : ; p

0T
Vkw

�
; (A.24)

where the indices of the valid necessary constraint combinations are encoded by

the members of set V. The domain F 0 of achievable output wrenches can then be

expressed as

F 0 := fw 2 IRn j �0(w) � 1g: (A.25)

For the planar motor case, the p0 vectors computed using the above procedure

are given in Table A.3.
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j fT
c;j

a�
j

a+
j

�4 [ f+
1

f+
2

0 0 ] f g f 1 2 g
�8 [ f�

1
f�
2

0 0 ] f 1 2 g f g
�10 [ f+

1
0 f+

3
0 ] f g f 1 3 g

13 [ f+
1

f+
2

f+
3

0 ] f g f 1 2 3 g
�15 [ 0 f�

2
f+
3

0 ] f 2 g f 3 g
16 [ f+

1
f�
2

f+
3

0 ] f 2 g f 1 3 g
17 [ f�

1
f�
2

f+
3

0 ] f 1 2 g f 3 g
�20 [ f�

1
0 f�

3
0 ] f 1 3 g f g

�21 [ 0 f+
2

f�
3

0 ] f 3 g f 2 g
22 [ f+

1
f+
2

f�
3

0 ] f 3 g f 1 2 g
23 [ f�

1
f+
2

f�
3

0 ] f 1 3 g f 2 g
26 [ f�

1
f�
2

f�
3

0 ] f 1 2 3 g f g
�29 [ f�

1
0 0 f+

4
] f 1 g f 4 g

�30 [ 0 f+
2

0 f+
4

] f g f 2 4 g
31 [ f+

1
f+
2

0 f+
4

] f g f 1 2 4 g
32 [ f�

1
f+
2

0 f+
4

] f 1 g f 2 4 g
35 [ f�

1
f�
2

0 f+
4

] f 1 2 g f 4 g
�36 [ 0 0 f+

3
f+
4

] f g f 3 4 g
37 [ f+

1
0 f+

3
f+
4

] f g f 1 3 4 g
38 [ f�

1
0 f+

3
f+
4

] f 1 g f 3 4 g
39 [ 0 f+

2
f+
3

f+
4

] f g f 2 3 4 g
40 [ f+

1
f+
2

f+
3

f+
4

] f g f 1 2 3 4 g
41 [ f�

1
f+
2

f+
3

f+
4

] f 1 g f 2 3 4 g
42 [ 0 f�

2
f+
3

f+
4

] f 2 g f 3 4 g
43 [ f+

1
f�
2

f+
3

f+
4

] f 2 g f 1 3 4 g
44 [ f�

1
f�
2

f+
3

f+
4

] f 1 2 g f 3 4 g
47 [ f�

1
0 f�

3
f+
4

] f 1 3 g f 4 g
48 [ 0 f+

2
f�
3

f+
4

] f 3 g f 2 4 g
49 [ f+

1
f+
2

f�
3

f+
4

] f 3 g f 1 2 4 g
50 [ f�

1
f+
2

f�
3

f+
4

] f 1 3 g f 2 4 g
53 [ f�

1
f�
2

f�
3

f+
4

] f 1 2 3 g f 4 g
�55 [ f+

1
0 0 f�

4
] f 4 g f 1 g

58 [ f+
1

f+
2

0 f�
4

] f 4 g f 1 2 g
�60 [ 0 f�

2
0 f�

4
] f 2 4 g f g

61 [ f+
1

f�
2

0 f�
4

] f 2 4 g f 1 g
62 [ f�

1
f�
2

0 f�
4

] f 1 2 4 g f g
64 [ f+

1
0 f+

3
f�
4

] f 4 g f 1 3 g
67 [ f+

1
f+
2

f+
3

f�
4

] f 4 g f 1 2 3 g
69 [ 0 f�

2
f+
3

f�
4

] f 2 4 g f 3 g
70 [ f+

1
f�
2

f+
3

f�
4

] f 2 4 g f 1 3 g
71 [ f�

1
f�
2

f+
3

f�
4

] f 1 2 4 g f 3 g
�72 [ 0 0 f�

3
f�
4

] f 3 4 g f g
73 [ f+

1
0 f�

3
f�
4

] f 3 4 g f 1 g
74 [ f�

1
0 f�

3
f�
4

] f 1 3 4 g f g
75 [ 0 f+

2
f�
3

f�
4

] f 3 4 g f 2 g
76 [ f+

1
f+
2

f�
3

f�
4

] f 3 4 g f 1 2 g
77 [ f�

1
f+
2

f�
3

f�
4

] f 1 3 4 g f 2 g
78 [ 0 f�

2
f�
3

f�
4

] f 2 3 4 g f g
79 [ f+

1
f�
2

f�
3

f�
4

] f 2 3 4 g f 1 g
80 [ f�

1
f�
2

f�
3

f�
4

] f 1 2 3 4 g f g

Table A.1: Valid wrench constraints for planar robot. Valid and necessary con-
straints are marked by *.
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i j = Vi pTVi

1 4
�

1
f+
1
+f+

2

0 0
�

2 8
�

1

f�
1
+f�

2

0 0
�

3 10
�

1

2f+
1
+2f+

3

1

2f+
1
+2f+

3

� 1

2da(f
+

1
+f+

3
)

�

4 15
�

1

2f�
2
�2f+

3

� 1

2f�
2
�2f+

3

1

2da(f
�

2
�f+

3
)

�

5 20
�

1

2f�
1
+2f�

3

1

2f�
1
+2f�

3

� 1

2da(f
�

1
+f�

3
)

�

6 21
�

1

2f+
2
�2f�

3

� 1

2f+
2
�2f�

3

1

2da(f
+

2
�f�

3
)

�

7 29
�

1

2f�
1
�2f+

4

� 1
2f�

1
�2f+

4

� 1
2da(f

�

1
�f+

4
)

�

8 30
�

1

2f+
2
+2f+

4

1

2f+
2
+2f+

4

1

2da(f
+

2
+f+

4
)

�

9 36
�

0 1

f+
3
+f+

4

0
�

10 55
�

1

2f+
1
�2f�

4

� 1

2f+
1
�2f�

4

� 1

2da(f
+

1
�f�

4
)

�

11 60
�

1

2f�
2
+2f�

4

1

2f�
2
+2f�

4

1

2da(f
�

2
+f�

4
)

�

12 72
�

0 1
f�
3
+f�

4

0
�

Table A.2: Result of wrench constraint computation for planar robot.
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i p0TVi

1
�

1

(f+1 +f+
2
+D+

1 )
0 0

�

2
�

1

(f�1 +f�
2
�D�

1 )
0 0

�

3
�

1

2f+
1
+2f+

3
�D+

1
�D+

2
+D�

3
=da

1

2f+
1
+2f+

3
�D+

1
�D+

2
+D�

3
=da

�1
da(2f

+

1
+2f+

3
�D+

1
�D+

2
+D�

3
=da)

�

4
�

1

2f�
2
�2f+

3
�D�

1
+D+

2
�D�

3
=da

�1
2f�

2
�2f+

3
�D�

1
+D+

2
�D�

3
=da

1

da(2f
�

2
�2f+

3
�D�

1
+D+

2
�D�

3
=da)

�

5
�

1

2f�
1
+2f�

3
�D�

1
�D�

2
+D+

3
=da

1

2f�
1
+2f�

3
�D�

1
�D�

2
+D+

3
=da

�1
da(2f

�

1
+2f�

3
�D�

1
�D�

2
+D+

3
=da)

�

6
�

1

2f+
2
�2f�

3
�D+

1
+D�

2
�D+

3
=da

�1
2f+

2
�2f�

3
�D+

1
+D�

2
�D+

3
=da

1

da(2f
+

2
�2f�

3
�D+

1
+D�

2
�D+

3
=da)

�

7
�

1

2f�
1
�2f+

4
�D�

1
+D+

2
+D+

3
=da

�1
2f�

1
�2f+

4
�D�

1
+D+

2
+D+

3
=da

�1
da(2f

�

1
�2f+

4
�D�

1
+D+

2
+D+

3
=da)

�

8
�

1

2f+
2
+2f+

4
�D+

1
�D+

2
�D+

3
=da

1

2f+
2
+2f+

4
�D+

1
�D+

2
�D+

3
=da

1

da(2f
+

2
+2f+

4
�D+

1
�D+

2
�D+

3
=da)

�

9
�

0 1

(f+3 +f+
4
�D+

2 )
0

�

10
�

1

2f+
1
�2f�

4
�D+

1
+D�

2
+D�

3
=da

�1
2f+

1
�2f�

4
�D+

1
+D�

2
+D�

3
=da

�1
da(2f

+

1
�2f�

4
�D+

1
+D�

2
+D�

3
=da)

�

11
�

1

2f�
2
+2f�

4
�D�

1
�D�

2
�D�

3
=da

1
2f�

2
+2f�

4
�D�

1
�D�

2
�D�

3
=da

1
da(2f

�

2
+2f�

4
�D�

1
�D�

2
�D�

3
=da)

�

12
�

0 1

(f�3 +f�
4
�D�

2 )
0

�

Table A.3: Wrench constraint reduced for secondary terms.



Appendix B

Stability domain for PD controller

Assume a Lyapunov candidate function

� =
1

2
eTKaM

�1Kpe+
1

2
_eTKa _e; (B.1)

with Kp and Ka positive de�nite (and for simplicity, diagonal) matrices, and M

given by

M =

2
6664
m 0 0

0 m 0

0 0 Iz

3
7775 ; (B.2)

where m is the motor mass and Iz the rotational inertia. Ka is a diagonal matrix

with diagonal elements [1; 1; ka], where ka is used for adjusting the scaling between

the rotational and translational axes. Note that this Lyapunov function is de�ned

with respect to error coordinates, given by e = q� q�, where q is the position vector

of the robot and q� is the desired position vector. The desired position may be �xed

(for regulation) or may vary (for trajectory tracking), in which case we assume that

_q�(t) is continuous and �q�(t) is bounded.

The controller and system dynamics are given by

uf =M �q + we = �Kpe�Kd _e+M �q� + wff ; (B.3)

where Kd is also a diagonal positive de�nite matrix, w is a constant disturbance

wrench, and wff is some form of integral term designed to cancel this disturbance.

The controller force command is given by uf = [fx fy � ]T .

Stability of this controller can be shown by taking the derivative of (B.1)

_� = _eTKaM
�1Kpe+ _eTKa�e (B.4)

201
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_� = _eTKaM
�1Kpe+ _eTKa(M

�1(�Kpe�Kd _e) + wff (B.5)

_� = � _eTKaM
�1Kd _e+ _eTKaM

�1(wff � we): (B.6)

The �rst term is negative semi-de�nite in the state. With the additional assumption

that limt!1(wff � we) = 0, the second term will not a�ect the stability properties

of the system1. Therefore, we can conclude that limt!1 _e = 0. Finally, by recourse

to LaSalle's Invariance Principle [120], limt!1 eTKaM
�1Kpe = 0 and e converges to

zero.

However, the outputs of controller (B.3) are subject to saturation constraints

(these are from the individual actuator constraints mapped thru the force kinematic

equation). The above stability result will not be valid if actuator saturation a�ects

the e�ective controller output. However, given a particular controller, it is possible

to determine a set, U , of state-space position/velocity pairs where saturation will not
occur. This set will not necessarily be invariant. For example, there may be system

trajectories that leave the set. The above Lyapunov function (B.1) de�nes a family

of invariant sets, parameterized by their size �. Any of these sets that are completely

within U de�ne a stable region in state space for the system and controller described

by (B.3). The remainder of this chapter is concerned with �nding the largest such

invariant set.

For simplicity, rewrite (B.1) as:

� =
1

2
ETKE where; (B.7)

E =

2
4 e

_e

3
5 ; and (B.8)

K =

2
4 KaM

�1Kp 0

0 Ka

3
5 : (B.9)

From (A.24), the set F 0 of achievable output wrenches can then be expressed as

F 0 := fw 2 IRn j �0(w) � 1g; (B.10)

where

�0(w) = max
�
p0T1 w; p

0T
2 w; : : : ; p12

0Tw
�
; (B.11)

1For a constant disturbance this assumption is valid; for a position- or time-varying disturbance,
stability cannot be assured without a more detailed analysis than is presented here.
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where the p0 2 IR3 vectors each encode a plane in IR3, such that the condition

p0Ti w � 1 (B.12)

must be met for all j 2 1:::12 for wrench w to be within the capabilities of the

actuators. The state-dependent terms, ws := �Kpe � Kd _e, of controller (B.3) can

be used to provide a mapping from wrench space to state space. The other terms,

wt := M �q� + wff , are assumed to be bounded, and their combined bounds D�
i <

M �q�i + wff < D+
i must be used in the computation of the p0i vectors, as described

in Appendix A. To compute the mapping, �rst note that

ws = KE; (B.13)

so that from (B.12) the relation

p0iKE � 1 8i 2 f1 : : : 12g (B.14)

must be satis�ed if KE is to not saturate the actuators for all bounded values of

wt 2 D.
Relation (B.14) de�nes a set, S 0, in the state-space of the robot that must com-

pletely contain the invariant controller domain. The largest such domain will be the

largest hyperellipsoid de�ned by (B.7) that lies within S 0.
First, de�ne Li := p0TKi and Bi such that the actuator constraints can be ex-

pressed as

Bi(E) := LiE � 1: (B.15)

If the value of � is minimized over the Bi, the minimum value will give the size

of the hyperellipsoid when it just touches the hyperplane. So, �nd the minimum

value, �i for

A(E) =
1

2
ETKE; (B.16)

subject to each of the constraints Bi. A LaGrange multiplier approach is used, giving

the simultaneous equations

@A(E)

@E
+ �i

@Bi(E)

@E
= 0 (B.17)

Bi(E) = 1: (B.18)

Substituting and taking the partial derivatives,

0 = KE + �iL
T
i (B.19)

E = ��iK�1LT
i (B.20)
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Using this expression for E in the constraint equation and solving for �i yields

�Li(�iK
�1LT

i ) = 1 (B.21)
�1

LiK�1LT
i

= �i: (B.22)

Next, use this �i to �nd E

0 = KE +

 �1
LiK�1LT

i

!
LT
i (B.23)

E = K�1
 

1

LiK�1LT
i

!
LT
i : (B.24)

Finally, �i can be computed as

�i =
1

2
ETKE (B.25)

=
1

2
Li

 
1

LiK�1LT
i

!
K�1KK�1 1

2

 
1

LiK�1LT
i

!
LT
i (B.26)

=
1

2

(LiK
�1LT

i )

(LiK�1LT
i )

2
(B.27)

=
1

2

1

LiK�1LT
i

(B.28)

One design question remaining is the choice of the ka scaling factor between

the translation and rotation variables. For the planar motor application, ka can be

chosen to force the maximum angle to be within the small angle range of the device.

Note that the �is depend on ka (the K matrix includes ka), so that a di�erent ka

must be computed for each case. The one associated with the smallest �i will be

used for the �nal controller design. Assuming that the desired angle is �xed at zero,

the maximum angle constraint is used by substituting E = [0 0 q�;max 0 0 0] into

(B.7)

� = 1
2
q�;maxK3;3�max

= 1
2
q2�;maxkakp3=m:

(B.29)

This equation can then be substituted into (B.28) to give a scalar relation that can

be solved for ka (using a symbolic math program) to give

kai =
�kp1kp2

�
q2�;maxL

2
i;3Iz + q2�;maxkp3L

2
i;6 � Iz

�
q2�;maxkp3

�
L2
i;1mkp2 + L2

i;2mkp1 + kp1kp2L
2
i;4 + kp1kp1L

2
i;5

� (B.30)

Note that the denominator is always positive, while the term in parenthesis in the

numerator may be positive or negative, making the computed value of ka negative or
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positive, respectively. A negative ka value indicates an invalid design (i.e. the chosen

controller gains are too high or q�;max is too big for the given physical parameters).



Appendix C

Hybrid controller derivations

Proposition 3 The time derivative of �! = 1
2
!T! (6.17), with ! = (I � v̂v̂T

v̂T v̂
) _q,

under the control law (6.11) can be expressed as _�! = �k�!T!.

Begin by computing _!:

_! = d
dt

��
I � v̂v̂T

v̂T v̂

�
_q
�

=
�
I � v̂v̂T

v̂T v̂

�
�q � d

dt

�
v̂v̂T

v̂T v̂

�
_q

=
�
I � v̂v̂T

v̂T v̂

�
(�k�( _q� v̂) + �Dv̂ _q)� d

dt

�
v̂v̂T

v̂T v̂

�
_q

(C.1)

then by applying Proposition 4 (below),

= �k�
�
I � v̂v̂T

v̂T v̂

�
( _q � v̂) + �Dv̂ _q � � v̂v̂

T

v̂T v̂
Dv̂ _q �

�
Dv̂ _qv̂T

v̂T v̂
+ v̂ _qTDv̂

v̂T v̂
� 2(v̂TDv̂ _q)(v̂v̂T )

(v̂T v̂)2

�
_q

= �k�
�
I � v̂v̂T

v̂T v̂

�
( _q � v̂) + �Dv̂ _q � � v̂v̂

TDv̂ _q
v̂T v̂

� Dv̂ _qv̂T _q
v̂T v̂

� v̂ _qTDv̂ _q
v̂T v̂

+ 2(v̂TDv̂ _q)(v̂v̂T ) _q

(v̂T v̂)2
;

(C.2)

then apply the de�nition � := v̂T _q
v̂T v̂

and continue to simplify

_! = �k�
�
I � v̂v̂T

v̂T v̂

�
( _q � v̂) + �Dv̂ _q � � v̂(v̂

TDv̂ _q)

v̂T v̂
� �Dv̂ _q � v̂ _qTDv̂ _q

v̂T v̂
+ 2(v̂TDv̂ _q)v̂

v̂T v̂

= �k�
�
I � v̂v̂T

v̂T v̂

�
( _q � v̂)� � (v̂ _qTDv̂)v̂

v̂T v̂
� (v̂ _qTDv̂) _q

v̂T v̂
+ 2(v̂v̂TDv̂) _q

v̂T v̂

= �k�
�
I � v̂v̂T

v̂T v̂

�
( _q � v̂) + (v̂ _qTDv̂)

v̂T v̂
( _q � �v̂)

= �k�
�
I � v̂v̂T

v̂T v̂

�
( _q � v̂) + v̂( _qTDv̂!)

v̂T v̂
:

(C.3)

Next, use this result to compute

d
dt

1
2
!T! = !T _!

=
��
I � v̂v̂T

v̂T v̂

�
_q
�T ��k� �I � v̂v̂T

v̂T v̂

�
( _q � v̂) + v̂( _qTDv̂!)

v̂T v̂

�
:

(C.4)

Then, noting that
�
I � v̂v̂T

v̂T v̂

�
v̂ = 0, it can be shown that

d
dt

1
2
!T! = �k�

��
I � v̂v̂T

v̂T v̂

�
_q
�T �

I � v̂v̂T

v̂T v̂

�
_q

= !T!:
(C.5)
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Proposition 4 The time derivative of d
dt

v̂v̂T

v̂T v̂
is Dv̂ _xv̂T

v̂T v̂
+ v̂ _xTDv̂

v̂T v̂
� 2(v̂TDv̂ _x)(v̂v̂T )

(v̂T v̂)2
.

Begin by using the quotient rule, then simplify

d
dt

v̂v̂T

v̂T v̂
=

d
dt
(v̂v̂T )(v̂T v̂)� d

dt
(v̂T v̂)(v̂v̂T )

(v̂T v̂)2

= (Dv̂ _qv̂T+v̂(Dv̂ _q)T )(v̂T v̂)�((Dv̂ _q)T v̂+v̂TDv̂ _q)(v̂v̂T )

(v̂T v̂)2

= (Dv̂ _qv̂T+v̂ _qTDv̂)(v̂T v̂)�(2v̂TDv̂ _q)(v̂v̂T )

(v̂T v̂)2

= Dv̂ _qv̂T

v̂T v̂
+ v̂ _qTDv̂

v̂T v̂
� 2(v̂TDv̂ _q)(v̂v̂T )

(v̂T v̂)2
:

(C.6)


